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A B S T R A C T

The ECHOWAVE hindcast is an open source dataset specially developed for wave climate and energy
applications within European Atlantic waters. It provides high resolution (∼ 2.3 km) fields of wave parameters
and spectral data allowing for a detailed characterization of the wave resource within the coastal shelf. This
is of importance for depths < 200 m, where most deployment projects of wave energy converters (WEC) take
place. Model setup and adjustments, leading to parameterization TUD-165, were specially aimed to improve
the sea states’ characterization within the North-East Atlantic. The effects on accuracy of these adjustments
and extensive validation, were done mainly comparing simulations with significant wave heights (𝐻𝑠) from
the European Space Agency CCI Version 3 altimeter dataset. Verification of other wave parameters and the
spectral energy comparing with in situ measurements were also included. Results show that TUD-165 helps
to reduce about 5% the 𝐻𝑠 bias of the most frequent waves compared to T475 proposed by Alday et al.
(2021), and an overall better performance than ERA5 within the North-East Atlantic. Compared to WAVERYS,
ECHOWAVE performs better for 𝐻𝑠 > 9.5 m, with constrained bias between −2 to 5%. The accurate estimation
of ‘‘extreme’’ waves is important to avoid WECs survivability over-estimations.
1. Introduction

In recent years, we have experienced a significant interest for the
utilization of renewable resources in the marine environment. The
wave resource represents one of the most interesting alternatives given
its abundance, and the large amount of potential sites for energy
extraction worldwide [1,2]. As a result, the number of studies dedicated
to quantify the available wave resource have increased throughout the
years (e.g.; [3–8]). A prime example of the opportunities and efforts
put into the energy transition, is the Offshore Energy Strategy of the
European Commission. It sets a clear target of at least 40 GW of marine
energies by 2050 [9].

In the last decade, there has been a vast amount of large wave
datasets (hindcasts/reanalyses) made available to the public for several
applications, e.g.: [10–17]. These databases have been created with
different objectives in mind and using particular model setups, includ-
ing different forcing fields, physical parameterizations, and numerical
choices. In some cases, data assimilation is also included, as done in
the reanalyses described in [13,18]. The use of these wave products
have been key to progressively improve our understanding of the
sea states. Nevertheless, it is expected to find differences between

∗ Corresponding author.
E-mail addresses: M.F.AldayGonzalez@tudelft.nl (M. Alday), G.Lavidas@tudelft.nl (G. Lavidas).

them [19,20], with different levels of accuracy for particular regions
and/or consistency in time [21].

One of the main sources of uncertainty in the estimation of the
available wave power is typically related to the accuracy of the used
data. This is specially true when the analysis is based on models’
output [22]. For open ocean applications, wave models like WAM [23]
or WAVEWATCH III [24,25] can have an errors in the estimation of the
significant wave height (𝐻𝑠) of about 10% or smaller. The continuous
improvement of spectral models to extend their applications to coastal
zones, have allowed to reach similar accuracy levels in zones with
intermediate to shallow waters [26].

In the present paper, the implementation and validation of the
ECHOWAVE hindcast for European waters in the North Atlantic is
presented. ECHOWAVE is the acronym used for European COasts High
Resolution Ocean WAVEs Hindcast. The dataset was developed using
WAVEWATCH III (from hereon WW3) employing a 2-way nesting
multi-grid scheme [27] to progressively increase spatial resolution
closer to the coast (to about 2.3 km). The hindcast generation was
designed specially to provide reliable sea states’ characterization for
wave energy applications. Primarily, to reduce uncertainties in the
wave resource estimation within European coastal waters. In this sense,
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there are 3 main characteristics from this dataset to highlight. First,
all physical parameterizations adjustments are applied to improve the
performance within the North-East Atlantic. This approach allowed to
reduce the bias for a wide range of wave heights in the area of interest
(compared to existing datasets). Second, adjustments’ verification and
extensive validation is done using the latest ESA Sea State CCI V3
altimeter dataset [28], which is adequate for coastal applications [26,
29,30]. Third, its regular high resolution within coastal areas, for
depths ≤ 200 m, allows for a detailed characterization of the wave
esource, and more accurate coupling of WECs [31].

The study presents a detailed calibration/validation for this new
atabase (ECHOWAVE) that aims to offer new high-fidelity metocean
nformation for the whole European Atlantic coastlines. This work
lso evaluates the accuracy of coarser databases and underlines their
itfalls in the nearshore, where the sea states are better resolved by
CHOWAVE thanks to the adjusted physical parameterizations and
esolution.

The content of this paper is organized as follows. Method descrip-
ion in Section 2, including wave data sources and expressions used in
he analysis. Then, details on the model implementation are included
n Section 3. Finally, results and discussion are presented in Section 4
ollowed by conclusions in Section 6.

. Method

A brief description of the wave data sources and expressions used
o assess the model performance are presented in this section.

.1. Wave data

Two main data sources are employed to compare with the model
esults: Satellite altimeter and in situ buoy data.

The European Space Agency Climate Change Initiative (CCI) V3
ltimeter product [28] is mainly used to estimate the model results’
ccuracy at basin scales. The significant wave height (SWH) ‘‘denoised’’
ariable at 1 Hz (with ∼ 7 km along-track resolution) is employed to
ompare with modeled 𝐻𝑠. Given its suitability for coastal applications,
he CCI V3 altimeter data is also used to analyze the performance of the
imulated 𝐻𝑠 within the European coastal shelf.

Buoy data was obtained from the CMEMS In Situ Thematic Assem-
ly Center (TAC). Time series of 𝐻𝑠, 𝑇𝑝 (peak period) and 𝑇02 (mean

period) were used to compare with model results at specific locations.
The selected buoys used in this study are specified in Table 1. Their
locations can also be seen in Fig. B.14 (Appendix B).

Additionally, the WAVERYS and the well known ERA5 wave prod-
uct are included to compare their performance with the ECHOWAVE
hindcast (see Section 4.4). WAVERYS is a global reanalysis that presents
3-hourly wave parameters’ fields with a spatial resolution of 0.2◦. This
ataset was created using ERA5 winds and sea ice, and the GLORYS12
cean currents [32] as forcing fields. It assimilates altimeter data from
ifferent past missions (from ERS1, Topex-Poseidon until Sentinel-3 A).
ave spectra from synthetic aperture radar (SAR) given by Sentinel-1 A

nd 1B is also assimilated in WAVERYS to improve the simulation of
well propagation [18].

.2. Performance analysis

The following skill parameters are used to assess the accuracy of
he modeled sea states: The normalized mean bias (NMB), scatter index
SI), and the Hanna and Heinold index (HH).

MB(𝑋) =
∑

(𝑋mod −𝑋obs)
∑

𝑋obs
(1)

SI(𝑋) =

√

√

√

√

√

√

∑

[

(𝑋mod −𝑋mod) − (𝑋obs −𝑋obs)
]2

∑

𝑋2
(2)
obs

2 
able 1
elected buoys for validation.
Buoy ID Longitude Latitude Data type

6200001 4.994◦ 45.222◦ Spectral
6200024 3.040◦ 43.640◦ Wave parameters
6200025 −6.167◦ 43.733◦ Wave parameters
6200027 −2.218◦ 49.082◦ Wave parameters
6200029 −12.401◦ 48.701◦ Wave parameters
6200066 −1.614◦ 43.530◦ Spectral
6200069 −4.968◦ 48.290◦ Spectral/Wave param.
6200080 −1.833◦ 45.916◦ Spectral
6200081 −13.301◦ 51.00◦ Wave parameters
6200082 −7.618◦ 44.064◦ Wave parameters
6200083 −9.21◦ 43.490◦ Wave parameters
6200084 −9.374◦ 42.121◦ Wave parameters
6200091 −5.431◦ 53.484◦ Wave parameters
6200093 −9.999◦ 55.002◦ Wave parameters
6200095 −15.862◦ 53.017◦ Wave parameters
6200103 −2.900◦ 49.900◦ Wave parameters
6200105 −12.367◦ 54.550◦ Wave parameters
6200144 1.70◦ 53.40◦ Wave parameters
6200191 −9.580◦ 41.150◦ Wave parameters
6200192 −9.640◦ 39.510◦ Wave parameters
6200199 −9.210◦ 39.560◦ Wave parameters
6200301 −4.50◦ 52.30◦ Wave parameters
6200303 −5.100◦ 51.603◦ Wave parameters
6300110 1.50◦ 59.50◦ Wave parameters
6300112 1.00◦ 61.10◦ Wave parameters
6400045 −11.401◦ 59.100◦ Wave parameters
6400046 −4.500◦ 60.701◦ Wave parameters
A121 3.817◦ 55.417◦ Wave parameters
D151 2.933◦ 54.317◦ Wave parameters
Donostia-buoy −2.026◦ 43.569◦ Wave parameters
Ekofisk 3.224◦ 56.543◦ Wave parameters
F161 4.017◦ 54.117◦ Wave parameters
J61 2.950◦ 53.817◦ Wave parameters
L91 4.961◦ 53.614◦ Wave parameters
NsbIII 6.783◦ 54.683◦ Wave parameters
Westhinder 2.436◦ 51.381◦ Wave parameters

HH(𝑋) =

√

√

√

√

∑
(

𝑋mod −𝑋obs
)2

∑

𝑋mod𝑋obs
(3)

In Eq. (1) to Eq. (3) 𝑋mod corresponds to the modeled data (e.g.;
𝐻𝑠 or 𝑇𝑝) and 𝑋obs is the data from observations, satellite or buoys.
𝑋mod and 𝑋obs correspond to the mean of the analyzed variable. In
particular, when altimeter data is used as a reference to compare with
the model output, the NMB, SI and HH are computed from an along-
track type analysis. In other words, the closest 4 points from the model
field output to an altimeter measurement, are interpolated in time and
space to collocate the model data along the satellite track. Also, when
performing model adjustments based on comparisons with altimeter
data, attention is paid to 𝐻𝑠 ≥ 1.0 m. Accuracy of the altimeters for
resolving smaller wave heights typically decreases due to bandwidth
limitations [33].

As suggested in [34], the symmetrically normalized root mean
squared error HH is included since it is less sensitive to the presence of
large biases or fluctuations.

When Eq. (1) is used to compare data from 2 different numerical
models, it is then called normalized mean differences (NMD).

2.3. Wave energy flux

A generalized expression, considering the effects of intermediate
and shallow water depths, is employed to estimate the wave energy
flux (pWave). Using the dispersion relation from the linear wave the-
ory [35,36], the wave length (𝐿) changes as a function of the local
depth is:

𝐿 =
𝑔
𝑇 2tanh(𝑘𝑑) (4)
2𝜋
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where 𝑔 is the acceleration of gravity (9.81 m∕s2), 𝑇 the wave period
in s, 𝑑 is the local depth in m, and 𝑘 = 2𝜋∕𝐿 is the wave number.

The wave energy flux (or wave power density) is expressed as
follows:

𝐹𝑊 = pWave = 𝐶𝑔
1
16

𝜌𝑤𝑔𝐻
2 (5)

with 𝜌𝑤 the sea water density, here taken as 1026 kg∕m3, and 𝐶𝑔 is the
wave group celerity given by Eq. (6).

𝐶𝑔 = 0.5
(

1 + 2𝑘𝑑
sinh(2𝑘𝑑)

)

(6)

Combining Eqs. (4) to (6), the expression for the wave energy flux
can be written as:

pWave = 0.5
(

1 + 2𝑘𝑑
sinh(2𝑘𝑑)

)

𝑔
2𝜋

𝑇 tanh(𝑘𝑑) 1
16

𝜌𝑤𝑔𝐻
2 (7)

For pWave estimations using spectral wave data, 𝑇 is replaced by
the energy period 𝑇𝑒 and 𝐻 by the significant wave height 𝐻𝑠. Here,
the wave energy period is estimated as 0.9𝑇𝑝 [5]. Although this is a
reasonable and widely accepted estimation of the energy period, it must
be noted that the conversion factor between 𝑇𝑝 and 𝑇𝑒 depends on
regional wave characteristics [1].

3. Model implementation

3.1. Domain and nesting scheme

The WW3 implementation includes a multi-grid system with a 2-
way nesting scheme, which means that higher rank grids, in this case
with higher resolution too, feed spectral information back to the lower
rank grids [27,37].

Three regular grids were defined with increasing resolution: The
base ‘‘coarse’’ grid N_ATL-15M with a spatial resolution of 0.25◦,
an intermediate grid for European waters (N_ATL-8M) with 0.125◦

resolution, and a coastal grid (EU_ATL-2M) with high spatial resolu-
tion of 0.03◦, Fig. 1 displays the multi-grid nesting scheme layout.
N_ATL-15M covers the full North Atlantic basin from latitude 0.25◦

to 80◦ North and provides boundary conditions to N_ATL-8M on deep
waters, mostly outside the European coastal shelf (see Fig. 1.b). At
the same time, N_ATL-8M provides boundary conditions to the coastal
grid EU_ATL-2M with active computing nodes only in intermediate
to shallow waters. Note that boundary conditions in N_ATL-8M and
EU_ATL-2M are prescribed along the outer edge of the active nodes.

3.2. Physical parameterizations and numerical choices

Atmosphere–wave interactions are incorporated with the WW3 ST4
parameterizations package [39]. This includes wind-wave growth by
Janssen [40] (with modifications from [41,42]), swell attenuation due
to the air–sea friction effect [43] and wave breaking. These expressions
are described in [39] and [44], with further adjustments proposed
in [11].

The 4-waves nonlinear interactions are represented with the Dis-
crete Interaction Approximation (DIA [45]) to reduce computing time.
Although this is a rather ‘‘simplified’’ representation, it still allows to
capture the main features of the spectrum, namely 𝐻𝑠, 𝑇𝑝 and 𝐷𝑝,
which are important for the applications of the generated dataset.
Recently, efforts have been made to include the Gaussian Quadrature
Method (GQM; [46]) in WW3 to compute the full nonlinear interac-
tions [47]. The GQM have proved to be more efficient compared, for
example, to the Webb–Resio–Tracy method (WRT; [48,49]) as imple-
mented by van Vledder [50]. Nevertheless, the GQM implementation
is currently adjusted for deep waters applications, and its use with 36
spectral directions (as used here) is still considerably more expensive
than the DIA.

The effects of wave scattering in sea ice and potential wave induced
ice break-up are included using the IS2 parameterization by Boutin
3 
Fig. 1. Multi-grid setup for WW3 implementation. (a) Nesting scheme (adapted from
[38]). (b) Detail on N_ATL-8M and EU_ATL-2M. Active grid nodes from N_ATL-15M
in dark blue. In green active nodes from N_ATL-8M grid. In yellow active nodes from
EU_ATL-2M (high resolution grid). Dashed white lines in (b) show the 1000 m depth
contours.

et al. [51] further adjusted by Ardhuin et al. [52]. The effects of wave
dissipation below ice plates as function of the boundary layer Reynolds
number are also included (IC2; [53]).

Bottom friction effects, more important in intermediate to shallow
water depths, are accounted with the SHOWEX parameterization (WW3
switch BT4). This also includes a sub-grid parameterization to account
for the variability of water depth [54,55]. We note that the default
values suggested in the WW3 user manual [24] are considered for the
complete modeled domain. Alternatively, it is possible to prescribe a
detailed map of the bottom sediment representative diameter (𝐷50) as
done in [26] with an unstructured mesh.

Finally, an ad hoc constant 5% reflection is considered at coastlines,
using the parameterization described in [56].

Regarding numerical schemes, the Upwind Quickest scheme (UQ;
[57,58]) is employed for spatial and spectral advection. The Garden
Sprinckler Effect correction is included using the method proposed
by Tolman [59]. For all grids, a 36 exponentially spaced frequencies
from 0.034 to 0.95 Hz, with an increment factor from one frequency to
the next of 1.1. In terms of directional discretization of the spectrum,
24 directions are considered for N_ATL-15M (15◦ resolution), and 36
directions for N_ATL-8M and EU_ATL-2M (10◦ resolution).
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Output frequency for wave parameters’ fields and wave spectrum
time series (at specific locations) is 1 h.

3.3. Adjusted expressions

As shown in Section 4.1, a particular set of parameters are adjusted
from the atmosphere–wave interactions parameterization. Changes are
introduced mainly in parameters from the wind-wave growth and swell
dissipation expressions. These adjustments are aimed to improve the
spectral growth-dissipation balance which in the end helps to reduce
overall 𝐻𝑠 bias and improve wave heights’ distribution. Here, a brief
description is provided only for the expressions where terms are modi-
fied. For further details on this set of parameterizations refer to Ardhuin
et al. [39] and The WAVEWATCH III® Development Group [24].

The atmosphere–wave interactions source term as defined in [39]
as the following form:

atm(𝑓, 𝜃) = 𝑆out (𝑓, 𝜃) +
𝜌𝑎
𝜌𝑤

𝛽max

𝜅2
exp(𝑍)𝑍4

( 𝑢′∗
𝐶

)2

×max{cos(𝜃 − 𝜃𝑢), 0}𝑝𝜎𝐹 (𝑓, 𝜃)
(8)

𝛽max is the non-dimensional wind-wave growth coefficient, 𝜌𝑎 and
𝜌𝑤 are the density of the air and water respectively, and 𝜅 the von
Karman constant. Then, 𝑍 = 𝑙𝑜𝑔(𝜇), where 𝜇 is the dimensionless
critical height [40]. 𝐶 is the phase celerity and 𝑢′∗ is a frequency-
dependent modified friction velocity used to reduce the wind input
source term. 𝜃 and 𝜃𝑢 are the wave and wind directions respectively,
and 𝜎 the wave relative frequency observed from a reference frame
moving with the mean current.

In Eq. (8) the second term on the right hand side is the wind input
expression (adapted from [40]), and 𝑆out is the swell dissipation term
representing the loss of energy to the atmosphere due to air-waves
friction:

𝑆out (𝑘, 𝜃) = 𝑟vis𝑆out,vis(𝑘, 𝜃) + 𝑟𝑡𝑢𝑟𝑆out,tur (𝑘, 𝜃) (9)

In Eq. (9), 𝑟vis and 𝑟tur are 2 ‘‘weight’’ terms to give the relative
importance of viscous and turbulent swell attenuation which effects are
controlled by the ratio of the significant Reynolds Number Re and its
critical value Re𝑐 :

𝑟vis = 0.5
[

1 − tanh
(

(Re − Re𝑐 )∕𝑠7
)]

(10)

𝑟tur = 0.5
[

1 + tanh
(

(Re − Re𝑐 )∕𝑠7
)]

. (11)

with Re = 2𝑢orb,s𝐻𝑠∕𝑣𝑎 (where 𝑢orb,s is the significant orbital velocity).
Thus, the 𝑆out term includes the effects of the transitions from (linear)
viscous to (nonlinear) turbulent boundary layer on the surface of waves,
to account for the wave heights’ Raleigh distribution. Particular adjust-
ments are made to enhance the turbulent dissipation term (𝑆out,tur) in
Eq. (9), which has the following form:

𝑆out,tur =
𝜌𝑎
𝜌𝑤

(

16𝑓𝑒𝜎2𝑢orb∕𝑔
)

𝐹 (𝑘, 𝜃) (12)

ith

𝑒 = 𝑠1
(

𝑓𝑒,GM + [|𝑠3| + 𝑠2cos(𝜃 − 𝜃𝑢)]𝑢∗∕𝑢orb
)

(13)

In Eq. (11) and (10), 𝑠7 is a ‘‘tunable’’ parameter used to increase or
educe the range of wave heights with turbulent boundary layers over
roups of larger waves and viscous boundary layer over the groups of
owest waves [60].

The term 𝑓𝑒 included in Eq. (12), accounts for the adjustable effects
f wind speed on the surface roughness. 𝑓𝑒,GM is the friction factor
rom [61] for rough oscillatory boundary layer without a mean flow.
articularly in Eq. (13), 𝑠1 is an adjustable parameter of O(1) that can
e used to enhance the effect of turbulent swell dissipation.
4 
3.4. Forcing fields and bathymetry

Waves are generated by winds, hence, wind fields are the main
forcing input in the model. For the generation of this hindcast, the
ECMWF ERA5 wind fields defined at 10 m above sea level are em-
ployed [13]. The ERA5 reanalysis was generated using 4D-Var data
assimilation from the Integrated Forecast System (IFS) model cycle
41r2. This product presents 1-hourly 𝑢 and 𝑣 intensities components
with a spatial resolution of 0.25◦. ERA5 winds are used to force all grids
in the proposed model setup (N_ATL-15M, N_ATL-8M and EU_ATL-2M).

At high latitudes, the ice coverage plays an important role in wave
dumping and scattering. Particularly in the northern Arctic circle,
seasonal changes in the ice coverage affect also the fetch extension for
wave generation. To account for this effects, ice concentration data is
taken from the Ifremer SSMI-derived daily product [62]. In the absence
of a detailed database to define the ice thickness at the ice edge, a
constant 1 m is considered.

Global currents can modify the wave fields due to changes in
the relative wind, wave advection, and refraction effects specially
in regions with strong current gradients [63]. As shown in [11,64],
including global currents can help to improve the accuracy of the
simulated sea states in those regions where the Total Surface Cur-
rent Velocity (TSCV) is well represented. Additionally, Marechal and
Ardhuin [65] showed the importance of utilizing spatial resolution
≤ 30 km in spectral models to properly account for refraction ef-
fects at global scales. This is aligned with the resolution used in
the N_ATL-15M grid. Here, the CMEMS Globcurrent product is used
(product MULTIOBS_GLO_PHY_REP_015_004). It includes the effects of
geostrophic and Ekman components based on the method of Rio et al.
[66]. Particularly, for the reconstruction of the geostrophic currents
component, the CNES-CLS mean dynamic topography [67] is used. This
product presents current fields each 3 h and has a spatial resolution of
0.25◦. Global currents are only used as forcing in N_ATL-15M.

Within the European coastal shelf, tidal currents become dominant.
Their intensities can be much larger that those of geostrophic nature,
specially in areas like the English Channel, Northern Scotland and the
Irish sea. Locally, tidal currents have similar effects over wave fields
as those described for global scales (wave advection, current induced
refraction). Additionally, at smaller scales, wave focusing and block-
ing, and induced breaking can occur when waves propagate against
strong current jets with increasing velocities [63]. On the other hand,
tidal levels are very important in shallow water regions or in those
areas with large tidal amplitude regimes which effectively changes
the waves’ propagation conditions. In grids N_ATL-8M and EU_ATL-2M
tidal currents and levels are included using the Atlantic European North
West Shelf Ocean Physics Reanalysis product provided by Copernicus
(NWSHELF_MULTIYEAR_PHY_004_009). This dataset covers the North-
West European coastal shelf (longitudes −19.89◦ to 12.99◦, and latitudes
40.07◦ to 65.00◦), has 1-hourly data, and spatial resolution of ∼ 7 km
(1∕16◦). Wave breaking induced by wave–current effects is also consid-
ered in the saturation-based dissipation term from [39] included in the
ST4 parameterizations package.

It should be noted that full understanding of wave breaking is not
yet accomplished. Although it was shown in [63] that the dissipation
term from [39] gives the most reliable effects for wave–current induced
breaking, there are other approaches that may be considered [68].

The bathymetry used in all grids from the model setup, is taken from
the GEBCO 2021 global gridded bathymetric data [69]. This dataset has
a 15 arc-second spatial resolution (400 m approx.).

4. Results

4.1. Parameterizations adjustment for the North-East Atlantic

The adjustment process follows the method proposed in [11] for
global applications, in this case, utilized in a smaller region defined
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Table 2
Parameters adjusted per test. 𝛽max, 𝑠7 , Re𝑐 , 𝑠1, 𝑈𝑐 and 𝑥𝑐 correspond to input parameters
BETAMAX, SWELLF7, SWELLF4, SWELLF1, WCOR1 and WCOR2 in WW3. 𝑈𝑐 in m/s,
s the wind speed threshold from which the wind intensity correction starts acting and
𝑐 is the correction factor (see eq. 6 in [11]).
Test name 𝛽max s7 Rec s1 Uc xc
T475 1.75 4.32 × 105 1.15 × 105 0.66 21 1.05
Bm1.65-WC 1.65 4.32 × 105 1.15 × 105 0.66 20.5 1.04
Bm1.65-WC-s7-s4 1.65 3.60 × 105 0.90 × 105 0.66 20.5 1.04
𝐓𝐔𝐃 − 𝟏𝟔𝟓 1.65 3.60 × 105 0.90 × 105 0.68 20.5 1.04

here as the North-East Atlantic. This sub-region covers longitudes −40◦
o 37.5◦ and latitudes 15◦ to 80◦ (North). To make sure that the changes

introduced are aimed to improve the sea states’ simulations in the
area of interest only, the Mediterranean, Baltic and Black Sea are not
taken into account in this analysis. For the tuning process, all model-
altimeter comparisons are done with 1 year simulations, using model
output from N_ATL-15M and Jason-2 (from CCI V3), and excluding
altimeter data closer than 40 km from the coast. The latter restriction
is included to avoid comparing with less well resolved wave heights (in
coastal areas) due to the coarser resolution of N_ATL-15M. The Jason-2
altimeter is selected since it was used to inter calibrate the altimeter
missions from the CCI dataset [70]. We take as a starting point the
T475 parameterization values proposed in [11]. This includes the wind
correction used to reduce the otherwise strong negative 𝐻𝑠 bias found
or wave heights larger than 7 m when ERA5 winds are used. It should
e noted that the set of parameters from T475 were defined mainly
y minimizing the model-altimeter 𝐻𝑠 differences globally, using the

Jason-2 altimeter data from the Sea State CCI V1 database [70].
The same year used to define T475 was selected to start the pa-

rameters’ adjustments, 2011, which presents the highest wave heights
recorded during February of that year [71]. This makes it suitable to
perform model calibration including a wide range of sea states and to
directly see differences with respect to the calibration done with Jason-
2 from CCI V1. All parameter values used in the tests presented in this
section are detailed in Table 2. All values not specified in this table are
equal to those defined in T475.

We observe that, within the analyzed area, the use of T475 gives a
positive 𝐻𝑠 bias of ∼5.5% within the range of the most frequent waves
(2 m). This positive bias increases towards smaller wave heights (∼12%
t 1.25 m) and it is of about 2% for 𝐻𝑠 from 3 to 5 m (Fig. 2.a).
his general overestimation is first reduced by decreasing the 𝛽max

value to 1.65 and slightly adjusting the wind correction (Bm1.65-WC
in Fig. 2.a). The reduction of 𝛽max helps to correct the bias for 𝐻𝑠 in the
range of 2.5 to 6 m to almost 0% in average, but there is still a clear
positive bias for 𝐻𝑠 of 2 m and smaller. On the other hand, the change
of the wind correction starting at 20.5 m/s helps to avoid the increase
of the negative bias for 𝐻𝑠 > 7 m.

To mitigate the positive bias still present for 𝐻𝑠 ≤ 2 m in Bm1.65-
WC, the 𝑠7 parameter was reduced to 3.6×105 as proposed originally for
the T471 parameterization in [16]. Additionally, to enhance turbulent
swell dissipation effects, the critical Reynolds Re𝑐 was also reduced
(Bm1.65-WC-s7-s4 in Fig. 2.a). Finally, it is noticed that a slight aug-
ment of the 𝑆out,tur effect from Eq. (9), increasing 𝑠1 to 0.68, helped
to further reduce an extra ∼ 1.2% the bias for 𝐻𝑠 ≤ 1.5 m. This set of
proposed values is called here parameterization TUD-165 ( Table 2).

Note that compared to T475, a bias reduction of about 5% is
obtained for 𝐻𝑠 < 2 m when TUD-165 is employed for the North-
East Pacific. Obtaining also an almost constant −1.2% bias (approx.) for
wave heights in the 2.5 to 6 m. Although this represents a significant
improvement, a ∼ 2.5% increase in the negative NMB is observed in the
7.5 to 9.5 m range. It is also noticed that for 𝐻𝑠 <2 m there is a clear
HH reduction of 2 to 2.5% with TUD-165 (Fig. 2.c). On the other hand,
no significant changes of SI are observed for the full range of analyzed

𝐻𝑠 (Fig. 2.b). In [11] it was shown that adjustments in the swell

5 
dissipation parameterization through 𝑠7 and Re𝑐 have an effect in the
shape of the 𝐻𝑠 distribution. This is due to the modifications introduced
in the transition from a laminar to turbulent boundary layers above
the waves, which is key to account for the Raleigh distribution. The
changes applied, leading to TUD-165, are mainly aimed to reduce the
𝐻𝑠 bias for an extended range of wave heights and thus reduce uncer-
tainties in the context of wave energy applications. Nevertheless, it is
also necessary to verify their effects in the wave heights distribution.
In Fig. 3.a is possible to see that, in general, all tests closely follow the
distribution obtained with Jason-2. In fact, most interesting changes
observed with TUD-165, are introduced only for 𝐻𝑠 between 1 to 1.5 m
with a small reduction of the occurrences underestimation e.g. ∼ 1% at
1.25 m, and a slight increase of the over estimation of occurrences at
1.75 m compared to T475 (∼ 0.75%; Fig. 3.b).

The overall positive bias of 𝐻𝑠 observed with T475 (Fig. 2.a) is
attributed to the overestimation of wave heights from the CCI V1 Jason-
2 data compared to offshore buoy measurements [70]. The correction
of this bias in the CCI V3 dataset, is one of the main reasons for the
𝛽max reduction applied in TUD-165 to decrease the 𝐻𝑠 NMB in the bulk
of the simulated data. Another important aspect to take into account,
is that the wave retracking algorithms to estimate SWH used in CCI V1
and CCI V3 are different. While retracking algorithms like ALES [72]
or Brown-Peaky (BP; [73]) are used in CCI V1, WHALES is employed in
V3 [29,30]. The differences observed in the Jason-2 SWH distributions
between CCI V1 and CCI V3 are thought to be mainly related to these
algorithms (Fig. 4.a). It is then expected that, depending on the dataset
employed as reference, different swell dissipation adjustments will be
required to better represent the observed 𝐻𝑠 distributions, as it happens
with T475 compared to CCI V1 and TUD-165 compared to CCI V3
(Fig. 4.b).

4.2. TUD-165 verification with merged altimeter tracks and buoy data

So far, the effect of adjustments leading to TUD-165 have only
been assessed in terms of wave height comparisons between WW3 and
Jason-2 at ‘‘basin scale’’. While satellite altimetry allows to estimate the
model performance with a wide spatial coverage, buoy data typically
provides other wave parameters (besides 𝐻𝑠) with higher density of
measurements at specific locations.

To evaluate the performance of TUD-165 spatially, the 𝐻𝑠 NMB
and SI are computed with the higher resolution output from N_ATL-8M
and the integrated tracks from Jason-1, Jason-2 and Envisat. Using a
higher resolution grid helps to better capture the wave field’s changes
within the coastal shelf. This is specially important in areas where
depth-induced refraction and wave–tidal current interactions become
dominant [26]. Incorporating different altimeter missions helps to in-
crease the measurements density within the analyzed area. It also
increases the number of repetitions in those places crossed by multiple
altimeter tracks.

In Fig. 5.a, it is possible to observed that outside the coastal shelf,
at depths > 500 m, the 𝐻𝑠 NMB is typically ≤ 5 %, with the exception
of the southern Bay of Biscay where NMB can reach 10 %. Within the
European coastal shelf we found areas with higher NMB values. Again,
the southern end of the Bay of Biscay presents a bias that can reach
∼ 10%. Similar results are observed in some parts of the Irish Sea. The
North Sea stands out as a zone with low NMB, typically below 5%.
The highest bias values are found between The Hebrides and Scotland,
the south-western end of the English Channel and the Danish straits.
Note that these areas also present larger SI (≥ 16 %; Fig. 5.b). For these
particular cases, it is thought that the larger NMB and SI are related to
the high noise to signal ratio in the altimeters’ measurements close to
land. The detection of (non Gaussian) land surface might interfere with
the retrieval of the geophysical signal of waves in the radar footprint,
which in the end leads to errors in the estimation of the SWH.

In terms of the SI, outside the mentioned areas with high values,

it is observed that, in general, this parameter ranges from 10% to 12%
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Fig. 2. Performance parameters for model adjustment tests (WW3 - Jason-2). Analyzed
year: 2011. (a) 𝐻𝑠 normalized mean bias (NMB), (b) scatter index (SI), and (c) Hanna
and Heinold index (HH). 𝐻𝑠 bins width is 0.25 m.

within the analyzed region (Fig. 5.b). These results are aligned with the
findings from [26] on the performance of unstructured grids.

Although the results from Fig. 5 give a good overview of the model
performance using TUD-165 (for the complete domain), it is still of
interest to verify the model accuracy with in situ measurements. Buoys
provide records of a wider range of sea states at specific locations, offer
more wave variables than satellites, and are normally more accurate for
measuring wave heights < 1 m. Here, a set of 34 buoys from Table 1 are
used as reference to compare 𝐻𝑠, 𝑇𝑝 and the mean wave period 𝑇02 from
he 2011 1-year simulation. Results for the NMB, BIAS, SI and CORR
Pearson correlation coefficient) related to these wave parameters are
resented in Fig. 6.
 e

6 
Fig. 3. 𝐻𝑠 normalized distributions for parameters adjustment tests. Analyzed year:
011. (a) 𝐻𝑠 occurrences normalized by total amount of data (1,113,727). (b)
ormalized occurrences differences with respect to Jason-2 CCI V3 (WW3 - Jason-2).

The first interesting feature noticed, is that the wave heights’ NMB
n the southern side of the Bay of Biscay, is smaller than previously
stimated with altimeter data (Fig. 5.a). Results in Fig. 6.a show that
he 𝐻𝑠 NMB ranges between −4.2 and 6.5%. In general, for most
ocations, the NMB is well constrained between −5 to 5% (equivalent

to a bias range of −0.2 to 0.2 m). There are 2 locations, in the English
Channel, with the highest NMB for 𝐻𝑠, 35% at buoy 6200103 and
19.5% at 6200027, which corresponds to 0.46 and 0.26 m respectively.
The highest wave heights’ SI are also observed at these locations
(19.3% at 6200103 and 16.6% at 6200027). It is thought that main
source of these over estimations and errors are related to the combined
effects of inadequate spacial resolution of the tidal and wind forcing.
The combined effect might lead to an overestimation of the effective
wind. It is also possible that there is induced wind variability due to
inaccuracies of the modeled atmospheric boundary layer development
as it transitions from water to land (or land to water).

In general, the 𝐻𝑠 SI obtained with buoy data follows the spatial dis-
tribution obtained with the altimeters (Fig. 5.b). Nevertheless, results
at buoy L91, close to the Dutch coast, show a lower SI (12.8%) than the
estimations with altimeters’ data (∼ 18%). In terms of 𝐻𝑠 correlations
(CORR), values > 0.95 were obtained for most locations, with exception
of Donostia-buoy (off the coast of San Sebastian) where CORR = 0.92.

hese results point to an overall good simulation of the wave heights
volution, closely following the recorded 𝐻 time series.
𝑠
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Fig. 4. (a) Jason-2 𝐻𝑠 normalized distributions from CCI V1 and V3 datasets. (b) Normalized occurrences differences with respect to CCI V1 and V3 (WW3 - Jason-2). Analyzed
year: 2011.
Fig. 5. (a) Normalized Mean Bias (NMB) and (b) Scatter Index (SI) estimated with
Jason-1, Jason-2 and Envisat for TUD-165, year 2011. Altimeter measurements closer
than 12 km from coastlines are not considered in the analysis. Green continuous lines
indicate the 500 m depth contours.

In Fig. 6.b the model performance results for 𝑇𝑝 are shown. Peak
period from buoy measurement typically present high temporal vari-
ability, related to its dependence on the local wind conditions. In
addition, one must take into account the instruments’ accuracy and
sampling rate. This temporal variability is not properly captured in
spectral models, which is mainly due to the wind forcing field char-
acteristics (e.g.; spatial and time resolution) and the wave nonlinear
7 
interactions parameterization (e.g.; DIA or GQM method). Additionally
the frequencies discretization of the spectrum play significant role on
where the peak period is estimated. To reduce the high time variability
from the buoy measurements, a moving average with 2-hour window
was applied to the 𝑇𝑝 time series.

As can be observed in Fig. 6.b, only half of the analyzed buoys
present 𝑇𝑝 information. With the exception of Donostia-buoy, the
largest 𝑇𝑝 bias are obtained when comparing the model simulations
with buoys from Puertos del Estado. At these sites (6200024, 6200025,
6200083, and 6200084), the 𝑇𝑝 NMB is in average 14% (approx. 1.2 s),
while for all other locations the NMB ranges between −2.8 to 2%. For
the peak periods SI, the highest values are found in the North Sea,
with values of 20, 21.9 and 24.7% at the locations of buoys D151, J61
and NsbIII respectively. At these places some of the lowest correlations
are also observed. It was found that these low SI and CORR values
are mostly related to differences in the estimation of the peak period
during low energetic sea states. Basically, during sea states with very
low 𝐻𝑠. An example at the location of buoy J61 is presented in Fig. 7.
Here it is possible to observe that, even though the simulated 𝐻𝑠 time
series closely follows the buoy data, big ‘‘jumps’’ of the modeled 𝑇𝑝
are detected. These jumps occur when there is a reduction on the 𝐻𝑠
(from an already low energy sea state), related to a slight drop on the
wind conditions (Fig. 7.a). It is possible that the model takes longer
to put energy in the development of the wind sea under low wind
intensities conditions. As a results, the peak of energy corresponds to a
swell component with longer periods. This can be observed in Fig. 7.b,
around 2011-05-31 between 03:00 and 11:00, or the first half of the
day on 2011-06-01. It is also possible that the forcing wind is too mild
and thus the local wind sea develops with less energy. In the absence of
spectral data from the buoy, it is difficult to properly assess the sources
of this effect.

Finally, the wave mean period 𝑇02 is analyzed (Fig. 6.c). As for the
peak period, it is observed that the largest NMB, is obtained at the
location of buoys 6200024, 6200025, 6200083, and 6200084. For the
𝑇02 the NMB ranges between 11 to 18%, equivalent to 0.7 to 1.2 s.
The largest underestimation of 𝑇02 is found in the English Channel
when comparing with buoys 6200103 and 6200027, reaching −26 and
-35% respectively. Particularly at these locations, the comparison of the
model results was done with the mean zero crossing period (𝑇𝑧) from
the buoys. Its suitability can be argued since it is not obtained from the
integration of the spectrum, but it was still considered as a reference.
For the rest of the domain the NMB ranges between −3.5 to 5.5%.

The 𝑇02 SI typically goes from 7 to 12% in most locations, with
exception of the already mentioned sites 6200103 and 6200027, and
at buoy 6300110. In fact, the highest SI is obtained when comparing
with the latter one (19.7%), which might be misleading, since it was
also obtained using 𝑇𝑧. Note how at 6300112, immediately to the
North, the SI is only 8.2%. Correlations between the mean periods
from simulations and measurements are, in general, significantly higher
than those obtained for 𝑇 . This is expected since the evolution of
𝑝
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Fig. 6. Normalized Mean Bias (NMB) Bias, Scatter Index (SI) and Pearson correlation for (a) 𝐻𝑠, (b) 𝑇𝑝, and (c) 𝑇02. Results for 2011 (1 year simulation) using TUD-165. All
parameters computed between WW3 output files at the locations of the buoys listed in Table 1 (WW3-Buoy). Green lines indicate the 500 m depth contours and dashed green
lines the 50 m depth contours obtained from the N_ATL-8M grid. Buoys’ names at each location in Fig. B.14.
parameters obtained from integration of the spectrum (like 𝐻𝑠), are
better represented in the model. Again with the exception of buoys
6200103, 6200027 and 6300110, CORR values range from 0.75 to
0.94. Particularly high correlation values are observed off the coast of
Portugal and Spain, with values > 0.90.

4.3. Hindcast validation

4.3.1. Validation with altimeter data
So far, the performance of the results obtained using TUD-165 have

been assessed for the ‘‘tuning’’ year (2011) only. The along-track type
analysis, to verify accuracy of the modeled 𝐻𝑠 fields, was done using
Jason-2 only for the parameters adjustment phase (Section 4.1).

To provide a better idea of the range of NMB, SI, and HH in-
dex values for different wave heights, model validation is done using
all available years from 5 different altimeter missions (2008–2019):
Envisat (2002 to 2012), Jason-1 (2002 to 2012), Jason-2 (2008 to
2019), Jason-3 (2016 to 2020) and Saral (2013 to 2018). With this,
the full time window of altimeter data provided by the CCI V3 dataset
is covered. 𝐻𝑠 fields from the N_ATL-8M are used to compare with
altimeters data. Additionally, altimeter data closer than 12 km from
the coast are not considered in the analysis.

First, to provide an example of the inter annual variability of the
model accuracy levels, the NMB and SI obtained for each year from
2008 to 2019 using Jason-2, is shown in Fig. 8. This yearly analysis
gives a good idea of the range of changes in the model accuracy, that
can be expected for different wave height values. In the neighborhood
of the most frequent wave heights (1.5 to 2.5 m), variation in the NMB
is ≤ 2%. This range increases towards larger 𝐻 , reaching a variability
𝑠
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≤ 4.0% between wave heights of 2.75 to 6.5 m, and can be of about 9%
in some cases for wave heights > 7 m (Fig. 8.a). This overall behavior
is also observed for the SI, although changes are more constrained
(Fig. 8.b). The variability range of the SI for the most frequent wave
heights is ≤ 1.2%, increases up to 2.5% for wave heights of 2.75 to
6.5 m, and can be of about 8% for 𝐻𝑠 = 9.75 m.

Comparing only the NMB of year 2011 obtained in Figs. 2.a and 8.a,
some differences can be found. In the latter one, there is a slight shift
of NMB to positive values (∼ 1.5%) for 𝐻𝑠 ≤ 3 m and also a reduction of
the under estimation of wave height > 7 m. It is possible that the main
source of this differences is the use of altimeter data closer to the coast
down to 12 km offshore. Also, the higher resolution of the N_ATL-8M
grid used for the analysis in Fig. 8, which helps to better represent the
wave field evolution within the European coastal shelf.

Finally, it is of interest to also verify how the estimation of the
performance parameters might change when the modeled 𝐻𝑠 fields are
compared with different altimeters. Different instruments, with their
own measuring characteristics, might have specific accuracy levels.
Thus, validation with a set of altimeters provide further information
on the accuracy ranges of the generated hindcast. In Fig. 9 the 𝐻𝑠
NMB, SI and HH index are computed using all available years from each
selected altimeter mission, with exception of Saral. Although the CCI V3
dataset provides Saral data until 2021, we have used data only until
year 2018, 2 years into its drifting phase [74]. This rather conservative
approach is used to ensure the quality of the data from this particular
altimeter [75].

In Fig. 9.a, it is possible to observe that the NMB for 𝐻𝑠 between
1.25 to 6 m, obtained with all selected altimeters is very similar, with
a differences range ≤ 2%. This range is kept for larger wave heights up
to 9.5 m, with the exception of Jason-3 which in general gives a slight
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Fig. 7. (a) Time series detail of recorded and modeled 𝐻𝑠 and 𝑇𝑝 on top and middle
panel, and wind intensity as read in the model on bottom panel. (b) Time series of
the modeled wave spectra. The buoy 𝑇𝑝 time series does not include the 2-hours time
window moving average.

wave heights over estimation of 1.5 to 3%. Different behaviors are
observed for the largest wave heights (> 10 m), specially when looking
at the results obtained with Jason-1. When model results are compared
with the latter one, it gives the largest overestimation (NMB = 14%)
at 𝐻𝑠 = 11.25 m. Jason-2 and Envisat show a more similar behavior,
with estimated NMB levels that are comparable with differences range
< 3.5%.

The wave heights’ SI and HH index present similar values (Fig. 9.b,
c). In this case, there is a clear difference between the curve obtained
with Jason-1, for wave heights > 10 m, compared to the other 4
altimeters (Envisat, Jason-2, Jason-3 and Saral).

4.3.2. Validation with buoy data
All the adjustments and part of the hindcast’s validation have been

done only in terms of wave parameters like 𝐻𝑠 and 𝑇02. Here, a brief
analysis of the spectral energy distribution is included to provide fur-
ther details on the model performance using TUD-165. Four buoys with
spectral data, within the Bay of Biscay are selected to compare with
output from the model requested at those locations: 6200001, 6200069,
6200080 and 6200066 (see Table 1). The year 2020 was selected since
the 4 buoys presented simultaneous measurements throughout the year.
First, all buoy data was interpolated into the discrete frequencies used
in the WW3 implementation, and time-matched with the output files
requested at those locations. Then, the mean spectral energy values at
9 
Fig. 8. Inter-annual variability of model performance using Jason-2. (a) 𝐻𝑠 normalized
mean bias (NMB) and (b) Scatter Index (SI). Year used for model calibration (2011)
in dashed red line. 𝐻𝑠 bin size is 0.25 m.

each frequency are computed for 1 year, and the model-buoy mean dif-
ference is computed. This provides information on where the simulated
spectra under or overestimates the energy levels (Fig. 10.a). To give an
idea on changes of the model accuracy related to seasonality, the same
analysis is computed over 2 different time windows: January–February
and July–August. These periods were selected to visualize changes in
the simulated energy distribution under the effect of strong and mild
wind conditions during winter and summer respectively (Fig. 10.b).

The smallest differences of the annual spectral energy mean are
found at buoys 6200001 and 6200080, located at deep and intermedi-
ate waters respectively. The largest differences, due to an overestima-
tion of the mean spectral energy are found at buoy 6200066, reaching
3 m2 Hz. At 6200069, there is a clear ‘‘shift’’ to lower frequencies of
the mean energy curve compared to the in situ data. This behavior was
also observed for year 2021 (not shown), but with smaller deviations.
In general, at all locations, most noticeable differences are found at
frequencies < 0.1 Hz (Fig. 10.a).
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Fig. 9. Validation parameters obtained for different altimeter missions. (a) 𝐻𝑠 normalized mean bias (NMB) and (b) Scatter Index (SI) and (c) Hanna and Heinold index (HH). 𝐻𝑠
bin size is 0.25 m. Altimeter measurements closer than 12 km to the coast are not considered. Statistical parameters are computed with at least 50 occurrences per wave height
bin.
Fig. 10. (a) Spectral energy mean comparison for 2020 at buoys 6200001, 6200069, 6200080 and 6200066. (b) Same as (a) but for January–February (top panel) and July–August
(bottom panel). (c) Scatter plot and performance parameters of 𝐻𝑠. Colorbar in (c) indicates normalized occurrences in % (N is the total amount of model-buoy time-matched
data).
With the exception of 6200069, simulations present mean spectral
energy distributions that closely follow the measurements during win-
ter months, where stronger wind conditions are found (Fig. 10.b, top
panel). In contrast, larger differences, related to overestimation of the
mean spectral energy, appear during summer months with softer winds
(Fig. 10.b, bottom panel). Results at 6200001, in deep waters, suggest
that these could be related to a ‘‘high’’ 𝛽max well balanced with the
overall dissipation across the spectrum. This might favor the simulation
of more energetic sea states and the development of longer waves (as
in winter time), but leads to a non-negligible overestimation of the
spectral energy for milder sea states. Particularly at 6200001, it is
thought that this could explain the slightly high mean modeled wave
heights for 𝐻 < 2 m (Fig. 10.c).
𝑠
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At the location of buoys 6200080 and 6200066, where the largest
energy overestimation is found for summer months, other processes are
expected to play a more dominant role. Mainly refraction and dissipa-
tion induced by bottom friction. The excess of spectral energy in the
neighborhood of 0.1 Hz can be partially reduced with a higher bottom
friction. Bottom friction dissipation might be particularly important at
6200080, located about 130 km away from the edge of the coastal shelf
(towards the coast).

Directionality of the incoming waves might also play an important
role. Some (longer) wave components arriving from the NW to the Bay
of Biscay (to 6200080), travel longer distances over the continental
shelf. Thus, the cumulative effect of dissipation due to bottom friction
becomes more important (e.g; [76]). Nevertheless, when analyzing 𝐻𝑠,
comparisons between the model with the buoy 6200080 still show
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Fig. 11. (a) Normalized Mean Bias (NMB), Bias, Scatter Index (SI) and Pearson correlation for (a) 𝐻𝑠 and (b) 𝑇02. Results for 2020 (1 year simulation) using TUD-165. All
parameters computed between WW3 output files at the locations of the buoys listed in Table 1 (WW3-Buoy). Green lines indicate the 500 m depth contours and dashed green
lines the 50 m depth contours obtained from the N_ATL-8M grid.
a high correlation (0.98) and low bias (NMB = 5.5%) for the bulk
of the data (Fig. 10.c). Similar results were observed for the mean
period 𝑇02 (not shown). This is not the case at 6200066, where the
highest 𝐻𝑠 NMB is found for the bulk of the data (NMB = 14%, and
similar for 2021). Although at this location the mean spectral energy
from winter months is closer to the buoy mean, there is still a larger
overestimation close to 0.07 Hz (∼ 2 m2 Hz). That larger amount of
energy at longer wave components is not observed at 6200080. It is
thought that this is one of the main reasons for the higher mean 𝐻𝑠
values across the analyzed wave height range at 6200066 (Fig. 10.c,
magenta line). Further analysis should be carried out in this area for
both, the buoy data quality, and the effects of offshore wave incidence
to verify potential influence on the refraction representation.

TUD-165 is slightly different to parameterization T475 [11], and
most changes have been introduced to swell dissipation and wind input
terms. It is thus expected that directional characteristics of the spectrum
(e.g.; directional spreading), perform similar to those of T475.

To compare with previous results obtained for 2011 (Fig. 6), a
similar performance analysis was performed, for 𝐻𝑠 and 𝑇02, with the
available in situ data for 2020 (Fig. 11). Overall the bias, SI and
high CORR levels are maintained. For example at buoys 6200199 an
6200144, the 𝐻𝑠 NMB is 8̃.5%. The 𝐻𝑠 SI for 6200029 is particularly
high for 2020 (18.9%), which is suspected to be an artifact of the instru-
ment. Still, a high correlation level of 0.9 is obtained. The highest 𝑇02
is found at 6200024 (19%), as observed in 2011. This over estimation
could be related to an excess of spectral energy obtained for frequencies
< 0.1 Hz in that particular area, as observed at 6200066 (Fig. 10).

The overall range of values obtained for the performance param-
eters used for 2020 and previous years (not shown), suggest that the
model results are consistent in time. It also shows that the results previ-
ously presented in Section 4.2 for the ‘‘tuning’’ year, are representative
of the expected accuracy levels from the generated dataset.

4.4. Comparing ECHOWAVE with ERA5 and WAVERYS

To further analyze the performance of the ECHOWAVE hindcast,
it is of interest to compare with current available wave datasets. The
WAVERYS and ERA5 wave products are selected for this purpose.
All performance parameters are computed using the Jason-3 altimeter
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data from 2016 to 2020 (within the North-East Atlantic, as defined
in Section 4.1). Since WAVERYS and ERA5 are global wave datasets,
with spatial resolutions of 0.2◦ and 0.5◦ respectively, it is adequate
to perform the datasets comparison using the N_ATL-15 grid from
ECHOWAVE (spatial resolution of 0.25◦). Given the coarser resolution
from the ERA5 wave product, only wave data further than 50 km from
the coast line was considered for this analysis.

The 3 datasets present similar 𝐻𝑠 bias levels in the neighborhood
of 2 m wave heights, close to 0%. While this level of NMB is fairly
consistent up to 𝐻𝑠 of 5.5 m for ECHOWAVE, ERA5 shows a progressive
increase of the underestimation of wave heights reaching −2.5% at
5.5 m. On the other hand, WAVERYS presents a slight overestimation
in this wave heights’ range (in average NMB 1.5%). It is also observed
that for 𝐻𝑠 > 9 m the ECHOWAVE hindcast performs better than
WAVERYS and ERA5 that tend to underestimate larger wave heights,
with NMB values of −5% at 𝐻𝑠 of 12 m (Fig. 12.a).

The 𝐻𝑠 scatter index from ECHOWAVE is higher than the other 2
datasets, for the complete range of analyzed wave heights. This is ex-
pected since WAVERYS and ERA5 are reanalyses that incorporate data
assimilation from altimeters. Particularly, WAVERYS included Jason-3
in the assimilation process. Nevertheless, the 𝐻𝑠 SI from ECHOWAVE
is, in average, just ∼ 4% higher than WAVERYS and about 2.5% higher
than the ERA5 wave product (Fig. 12.b).

The significant wave heights’ distributions of WAVERYS and
ECHOWAVE are practically the same, and both closely follow the
distribution obtained with Jason-3 for deep waters (or > 50 km away
from the coast). In contrast, the ERA5 dataset presents a clear over
estimation of occurrences of the most frequent wave heights (Fig. 12.c).

Global models with the accuracy levels of WAVERYS or
ECHOWAVE’s N_ATL-15M grid can provide a good overview of the
wave field characteristics in deep waters. However, due to the coarse
resolution, most of the wave field changes in shallower areas are not
well represented. Alday et al. [26] showed the importance of higher
resolution to better simulate the wave field propagation within the
European coastal shelf. With this in mind, the performance results
from the N_ATL-8M grid have been included in Fig. 12 to show the
differences between accuracy levels at ‘‘global’’ scales, and within
the coastal shelf. Particularly interesting are the lower SI values for
𝐻 > 6.5 m, and the different 𝐻 occurrences distribution obtained
𝑠 𝑠
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Fig. 12. Comparison between ECHOWAVE (TUD-165), WAVERYS and ERA wave product with Jason-3 from CCI V3. (a) 𝐻𝑠 Normalized Mean Bias (NMB), (b) Scatter Index (SI),
and (c) 𝐻𝑠 occurrences distribution. Results computed using data from 2016 to 2020 (model - altimeter). 𝐻𝑠 bin size is 0.25 m.
with N_ATL-8M (Fig. 12.b and c). The PDF shape with the peak of
occurrences shifted towards 1.5 m is only possible to capture thanks to
the higher spatial resolution. This helps to improve the representation
of the spatial changes of the 𝐻𝑠 fields, and allows the inclusion of data
closer to the coast (12 km offshore) in the analysis.

4.5. Estimation of the wave energy flux

The main objective of the generated hindcast is to provide reliable
high-resolution data for wave energy applications. It is thus necessary
to evaluate the characteristics of the wave energy flux (pWave) within
the European coastal shelf using ECHOWAVE. The 20-years (2001
to 2020) mean pWave is first computed using the EU_ATL-2M grid
(Fig. 13.a). Then, the mean differences (Fig. 13.b) and normalized mean
differences (NMD; Fig. 13.c) are estimated between WAVERYS and the
EU_ATL-2M grid. This is done to quantify the effects of solving the
wave field with higher resolution in shallower areas. To perform the
comparison, the 𝐻𝑠 and 𝑇𝑝 fields from WAVERYS are interpolated into a
finer grid matching the coordinated of the grid nodes from EU_ATL-2M.
The wave energy flux (pWave) is then computed using the expressions
detailed in Section 2.3.

It should be noticed that the area covered in the EU_ATL-2M high-
resolution grid includes most of the locations of interest for deploy-
ments of WECs in Europe and the UK.

The 20 years mean pWave estimated with EU_ATL-2M provides a
detailed characterization of the wave resource availability in coastal ar-
eas. Note that, when compared with WAVERYS, the largest differences
(> 15 kW/m), are observed along the coasts of Portugal, Ireland, and
the western coast of the UK. These differences show an underestimation
of the wave energy flux that can be larger than −25% when global
coarse models are employed for a resource assessment. It is also im-
portant to highlight that the largest differences are observed for depths
≤ 100 m. These are typical depths considered for offshore deployments
of WECs (e.g.; [77]), particularly for point absorbers moored to the sea
bottom .

Within the North Sea, the mean pWave is considerably lower than
those areas directly exposed to swells and storms from the North At-
lantic. The 20-years mean energy flux off the coast of The Netherlands
an Germany is of about 9 to 10 kW/m (and smaller towards the
English Channel). In this area the estimated pWave underestimation
with WAVERYS can be ≥ −20%.

5. Discussion

Model validation with altimeter data shows that the largest inter-
annual variability on the estimated accuracy, when comparing with
altimeter data, is found for 𝐻𝑠 > 7 m (Fig. 8). It is possible that
this is due to the rather crude wind intensities correction applied
to mitigate the underestimation of larger wave heights. Particularly,

a slight increase of the SI was already observed in [11] (at global
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scale) for different wind intensities correction tests. This could also be
attributed to the changing accuracy of the wind forcing field related
to the amount of assimilated data (ranging between 0.75 million per
day in 1979 to ∼ 24 million in 2018). Nevertheless, when analyzing
longer periods of time, results suggest that in general the reduction of
the underestimation of large wave heights is accomplished, with NMB
levels ≤ −4%. Moreover, regardless of some high values observed in
Fig. 8.a or Fig. 2.a for the largest wave heights, their overestimation is
≤ 6% when looking at longer time windows with different altimeters.

In particular, the clear different behavior of SI and HH obtained
comparing with Jason-1, could be attributed to its inaccuracies for esti-
mating larger wave heights [78]. Overall, considering Jason-2, Jason-3
and Saral, the SI and HH is well constrained to levels ≤ 10% for wave
heights in the 2 to 12 m range when time windows > 4 years are
considered (Fig. 9.b,c).

Interesting differences were found in the wave height distributions
when comparing data from the CCI V1 and V3 datasets (Fig. 4).
Depending on the dataset used, the selection of the swell (turbulent
and laminar) dissipation terms to account for the Raleigh distribution
of waves will change. In the absence of more reliable descriptions of
the waves’ boundary layers, we still rely on the mechanism included in
the swell dissipation parameterization, and in the use of wave heights
distributions for adjustments.

When analyzing spectral energy distributions, it was observed that
TUD-165 performs better during winter months, were the majority of
wave energy production potential is most interesting (Fig. 10.b, top
panel). It is thought that this is related to a better balance between
the wind input and wave breaking source terms. Particularly, non-
negligible overestimation of wave energy was found during summer
months in South of the Bay of Biscay. It is suspected that the effects
of bottom friction are underestimated over the coastal shelf within the
Bay of Biscay. It is also possible that inaccurate refraction effects (wave
focusing) might lead to an excess of energy in the southern side of this
area. This should be further investigated taking into account offshore
wave incidence, directional discretization, refraction time step from the
model, and the local energy levels (at buoy 6200066 for example).

Sometimes the impact of inaccuracies of the spectral energy are
compensated when it comes to the estimation of wave parameters
obtained from the integration of the spectrum. In extent, this might
have only a mild effect in bulk estimations of the mean wave power
density resource. When it comes to the simulation of WEC responses,
and computations of the absorbed and produced power, accurate repre-
sentation of the spectral energy levels is of great importance. It is thus
necessary to further evaluate the accuracy of the presented hindcast
in terms of spectral energy for different locations (outside the Bay of
Biscay). Efforts to obtain spectral in situ data are considered for future
related studies of this subject.

The low and constrained biases obtained, make this database one
of the most suitable for wave energy applications. The effective ranges
of wave energy production for most wave energy converters (WECs),
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Fig. 13. 20 years mean wave energy flux comparison between WAVERYS and
ECHOWAVE EU_ATL-2M grid. (a) Mean pWave from ECHOWAVE, (b) pWave mean
difference, and (c) pWave normalized mean difference. Differences computed as
WAVERYS-ECHOWAVE. Magenta lines show the 200 m depth contour, white and green
lines the 50 m depth contour.

are within 2–6 m 𝐻𝑠. Whilst higher NMB is observed for 𝐻𝑠 ≥ 9 m,
these are ranges where the majority of wave energy converters go into
survival mode and produce no power. At the same time, the reduced
bias obtained for the largest wave heights, when compared with mea-
surements (buoy, altimeter), ensures that the database can confidently
be used for estimate extreme return waves. This can also have added
benefits, as the survivability of the WECs will not be over-estimated,
hence reducing the potential Capital Expenditure required.
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6. Conclusions

In this study, the ECHOWAVE high-resolution wave dataset for the
North-East Atlantic, was presented and validated. The hindcast was
created using a multi-grid implementation of the WAVEWATCH III
model with a maximum spatial resolution of 0.03◦ along European
coasts. The main aim of this dataset is to be used in the context of
wave resource assessments in the area, and as input for the simulation
of wave energy converters’ (WEC) operation. To this point, the hindcast
covers 30 years, from 1992 to 2021.

We have revisited the parameterizations’ adjustments proposed
by Alday et al. [11] which lead to T475. Further adjustments were
applied to the wind input and swell dissipation terms to improve the
model accuracy in the North-East Atlantic. The final set of parameters’
values, defined as TUD-165, was obtained through sensitivity analysis
comparing the simulated wave heights with altimeter data from the Sea
State CCI V3 product. The effects of the adjustments leading to TUD-
165, were first analyzed at basin scale only using altimeter data and
then verified with buoy data (in deep and intermediate waters).

Results using TUD-165 showed (in average) a 2.5% reduction of
the 𝐻𝑠 positive bias for wave heights < 6 m at basin scale, compared
to T475. No significant changes were observed in the SI or HH index.
When comparing with Jason-2 from CCI V3, TUD-165 helped to reduce
the underestimation of occurrences of 𝐻𝑠 in the range of 1 to 1.5 m.
This comes with a small increase in the occurrences at 2 m.

Extensive validation of the model was done within the European
coastal shelf. The use of the complete time periods available for 5
altimeters (Jason-1, Jason-2, Jason-3, Envisat and Saral) helped to pro-
vide a well defined variability range of the wave heights performance
parameters. In average the NMB in the neighborhood of the most
frequent 𝐻𝑠 (2 m) is 3%, an smaller for larger wave heights. The 𝐻𝑠
scatter index and HH index are typically < 10% for wave heights > 2 m.
Results also show that the wind correction values applied to the ERA5
forcing, is effective to reduce the otherwise strong underestimation of
larger 𝐻𝑠 with maximum NMB of only -4%. In general it was verified
that the 𝐻𝑠 bias levels and wave height distribution from ECHOWAVE
are similar than those of the WAVERYS reanalysis within the North-East
Atlantic for wave heights < 9.5 m. For larger wave heights, ECHOWAVE
shows better skills.

Analysis of spectral energy mean distribution suggests that, the
model performs better during stronger wind conditions, capturing
storm waves that are valuable for survivability estimations of WECs.
Further validation with over 30 buoys (year 2020), using wave pa-
rameters like 𝐻𝑠, 𝑇𝑝 and 𝑇02, points to a good performance of the
implemented model across the domain. In general NMB for 𝐻𝑠 are ≤ 5%
and ≤ 10% for 𝑇02, with high correlation levels typically > 0.95 for 𝐻𝑠
and > 0.9 for 𝑇02. Although not shown in this study, similar results were
computed for 2021, 2014 and 2010.

One of the main advantages of ECHOWAVE is that it provides high
spatial (∼ 2.3 km) and temporal (1 hr) resolution data for depths
< 200 m covering most of the areas of interest for wave energy projects
within the EU and the UK. This allows a more accurate estimation of
the wave energy flux compared to existing global datasets (like ERA5
or WAVERYS) that can lead to an underestimation of pWave ≥ −25%
in coastal zones.

Recent efforts have been made to incorporate the Gaussian Quadra-
tures Method (GQM; [46]) in WW3. This has made it affordable to
compute the full nonlinear wave interactions with lower CPU usage
than, for example, the WRT method as implemented by van Vledder
[50]. at this stage, the GQM has been implemented for open ocean
(deep water) applications only. It was shown in [47] that the use of
GQM together with the highly directional wave breaking parameteriza-
tion proposed by Romero [79] is of great benefit for the representation
of realistic spectral shapes at high frequencies. It is expected that this
approach, plus further parameterization adjustments, will be beneficial
for the simulation of more accurate spectral energy levels in general. As
a result, this would help to obtain better estimations of WEC responses,
reducing the uncertainties in the computations of produced power. This
analysis will be included in a follow-up study.
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Appendix A. Model implementation details

All simulations were performed using WAVEWATCH III version
7.14. The following switches for physical parameterizations and numer-
ical choices were included in the model compilation:

• NOGRB SCRIP SCRIPNC TRKNC DIST MPI PR3 UQ FLX0 LN1 ST4
STAB0 NL1 BT4 DB1 MLIM TR0 BS0 IC2 IS2 REF1 IG1 WNT2
WNX1 RWND WCOR CRT1 CRX1 TIDE O0 O1 O2 O2a O2b O2c
O3 O4 O5 O6 O7

The following parameters’ values were included in the namelist
from the TUD-165 parameterization used in the ECHOWAVE hindcast:

• Wave growth and swell dissipation in SIN4 namelist: BETAMAX =
1.65, SWELLF = 0.68, TAUWSHELTER = 0.3, SWELLF3 = 0.022,
SWELLF4 = 90000.0, SWELLF7 = 360000.0

• Wave reflection parameters in namelist REF1: REFCOAST = 0.05,
REFCOSP_STRAIGHT = 4, REFFREQ = 1., REFICEBERG = 0.2,
REFMAP = 0., REFSLOPE = 2., REFSUBGRID = 0.1, REFRMAX
= 0.5

• MISC namelist including wind correction terms: ICEHINIT = 0.8,
ICEHMIN = 0.1, CICE0 = 0.25, NOSW = 6, CICEN = 2.00, LICE
= 40 000., FLAGTR = 4, FACBERG = 0.2, WCOR1 = 20.5,WCOR2
= 1.04
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Fig. B.14. Buoys location map: (a) Bay of Biscay, (b) North Sea, English Channel and
the UK. Map data from ©Google Landast/Copernicus.

Appendix B. Buoys locations

Locations of all buoys used in the validation of the dataset are
included in Fig. B.14.
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