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Chapter

1 Introduction

"Sometimes limitation requires simple solution"

-Author-
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The main contributions of this thesis are on the energy-based modeling,

analysis and control methods with applications in renewable energy systems

that are written in two parts. In the first part of the thesis, we present the

design and analysis of feedback control systems with countable set of actions.

Nearest-action selection based control laws are presented for a class of linear

systems and of nonlinear systems, and the analysis is presented based on the

passivity-based control theories. The main results are applied to the control

of energy storage systems and of multi-agent systems. In the second part of

the thesis, we present the energy-based hydrodynamic modeling of the Ocean

Grazer wave energy converters.

1.1 Stabilization with Countable Sets of Actions

In several applications ranging from control of physical systems to networked

control, exact implementation of a feedback control law is not possible due

to the constraints at the level of sensors/actuators, or the constraints at the

level of communication channels. An example for such problem is the design of
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Figure 1.1: The schematic of the Ocean Grazer wave energy converter’s multi

piston-pump power take-off (MPP-PTO) system. Each MPP-PTO unit has

a set of three different pistons that can be activated/deactivated individually.

This results in seven possible active combination of pistons to be activated

according to the available excitation force provided by the incoming waves [1].

Figure 1.2: An example of how a space shuttle is steered by actuating a fixed

set of thrusters. The image is taken from howthingsfly.si.edu.
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mechatronics systems with limited actuation, such as, a fixed set of constant

actuator systems in the Ocean Grazer wave energy converter as in Figure 1.1

[1, 2] or a fixed configuration of constant thruster systems in the space rockets/

space shuttles. By constant actuator or thruster systems, we mean that these

systems can only provide piecewise constant actuation with limited discrete

values. Another example is when we want to automate a (possibly old) multi-

gear bike using a single motor with fixed velocity. Each gear can be considered

as a fixed set of constant actuator system which corresponds to certain fixed

velocity.

Problems related to the analysis or design of control laws in the presence

of such constraints have received considerable attention in the literature [3, 4,

5, 6, 7, 8]. Analysis and control design methods for systems with binary input

or minimal information have been discussed, among many others, in [6, 9] for

linear systems, and in [3, 4, 8, 10] for the networked control systems setting.

As these papers consider the use of binary input values per input dimension,

the stabilization of an m-dimensional input-output system implies that there

should be at least 2m admissible input values and the stabilizing control law

must dynamically assign one of these values as control input at every time

instance. In general, these admissible input values can be written in the form

of a finite countable input set U := {u0, u1, u2, . . . , up} with ui ∈ Rm for each

i = 0, . . . , p.

In most of the existing works, the input set U is chosen such that the

resulting partition has some structure. For instance, when

U := {−N ,−N + 1, . . . , N − 1, N}m,

a partition in the form of a regular grid facilitates the control design and

analysis as studied in [3, 4, 5, 8, 11, 12, 13]. Other examples include the use

of logarithmic quantizers [6, 14]. When we restrict ourselves to the case of

static finite-level quantized feedback, it has been established that the state

converges to a ball around the origin, where the radius of this convergence

ball decreases with the increase of quantization levels. However, if we fix the

cardinality of the discrete set U then an interesting question is to find the

quantization mapping φ : R→ U , or the partition, which minimizes the size

of ball around the origin where the trajectories converge asymptotically. The

paper [15] casts such question as an optimization problem (without taking

system dynamics into consideration), which results in the so-called Voronoi

tessellations.

Another interesting question about finding the minimal set U for feedback

stabilization has also received considerable attention. One question regarding

this matter is on the minimal cardinality of the set U . For example, in [16], it

is shown that for a class of discrete-time linear systems, they are stabilizable
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if the number of bits per sample (rate of communication) is greater than the

intrinsic entropy of the system. Similar results are available for continuous-

time systems setting in [17, 18]. Thus far, a dedicated study on computing

the entropy of generic class of systems is still lacking. Therefore, the question

of how many symbols are necessary or sufficient for the stabilization of generic

(nonlinear) systems is not well-studied in literature. In [8, 10], for a class of

nonlinear passive systems Σ, they are shown to be practically stabilizable by

using binary control for each input dimension. In this particular case, the input

set U contains 2m + 1 elements, e.g., U = {0} ∪ {−1, 1}m.

As a relaxation of the aforementioned results for a generic class of multi-

input multi-output systems, we show in this thesis that such practical stabi-

lization can be achieved by simply using m+ 1 elements in U , in addition to

{0} or the required constant input u∗ when the system is required to track a

desired constant reference y∗. We propose the nearest-action based control

laws, namely the nearest action control (NAC), and analyze the stability of

the closed-loop systems when the input u can only be taken from the finite

discrete set U . Moreover, we provide algorithmic procedure to construct min-

imal discrete sets that are able to practically stabilize the systems by means

of NAC. Our design methodology is such that the overall closed-loop system

is an interconnection of a passive or positive real system with an optimization-

based selection rule for the input. Dynamical systems where the inputs are

computed from solving an optimization problem, and are discontinuous appear

in different applications [19]. Passivity or positive realness of the open-loop

system is an important structural property that facilitates the analysis. When

quantization effect is of a particular concern, the interconnection of passive

or positive real systems and quantizers has been studied for the past decade

in various different contexts. For instance, the practical stability analysis of

passive systems in a feedback loop with a quantizer using an adapted circle

criterion for nonsmooth systems is presented in [20].

On one hand, the ability of practically stabilizing a generic class of passive

nonlinear systems using only m+1 numbers of nonzero actions can be thought

of as a significant reduction in terms of the necessary number of actions in

the action set U . On the other hand, such result may not be applicable

when distributed control problems such as the cooperative control of multi

agent systems is in consideration. For this purpose, the usual quantization

procedures such as the binary/ternary quantizers [21] are readily implementable

since the quantization procedures are in general implemented element-wise, see

also [3]. However, when each agent can only realize actions from a (possibly

finite) countable set of actions, which cannot be quantized element-wise, an

interesting question is whether the proposed nearest action control can be
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implemented in distributed fashion and what is the maximum possible error

that will arise from implementing distributed NAC.

Further discussion that is often asked in this line of research is regarding

the performance, in particular the convergence rate, of the closed-loop system

when our NAC is implemented. For this particular problem, the usual approach

is to add countably many, possibly infinite, control actions in the direction

of the original input set. For example, in [22], a logarithmic quantizer per

input dimension is used to stabilize multi-input multi-output linear system with

quadratic performance. In [23], a uniform quantizer is used to render single-

input single-output linear systems practically stable with exponential rate. In

both examples, it is observed that when the quantization error is bounded, the

state trajectories are shown to converge towards the desired equilibrium either

quadratically or exponentially fast.

The problem of stabilizing linear time invariant (LTI) systems with sector

bounded nonlinear feedback law is known as the Lur’e problem (also known

as the absolute stability problem) [20, 23, 24]. Typically, the associated LTI

systems are considered to be controllable and observable; and the nonlinear

feedback law satisfies a sector condition. The main goal on this type of prob-

lem involves finding the conditions on the transfer function of the linear systems

and on the sector condition such that the closed-loop interconnection is glob-

ally asymptotically stable. The papers [20, 23] address the Lur’e problem for

practical stabilization using the notion of input-to-state practical stability.

1.2 Energy-based Modeling of the Ocean Grazer Wave

Energy Converter

Wave Energy Converters (WECs) are devices designed to harvest ocean wave

energy and converting the harvested energy to other form of consumable en-

ergies such as electricity. A lot of concepts has been proposed to extract the

ocean wave energy, ranging from oscillating water columns (OWCs), Attenua-

tors, terminators, and point absorbers-type of device. Some examples are the

Spar-buoy Oscillating Water Column [25], the Pelamis WEC [26], the Wave

Dragon WEC [27], and the Ocean Grazer WEC [28, 29].

Different approaches to harvest available ocean wave energy have been pro-

posed. The main objective of the various designs is to extract and produce as

much energy as possible from the ocean while minimizing the overall production

costs. For this purpose, many recent research on WECs are moving towards

narrow-spaced array concept which has the potential to increase the energy ex-

traction. An example of such devices is the Wave Star WEC where many point

absorber type of WECs are put next to each other to simultaneously absorb
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as much energy as possible from the incoming waves [30]. The latest problem

can be seen from [1] where it shows that applying different configurations may

increase the performance of a device with multiple floating element. However,

these kind of concepts increase the complexity of the (numerical) modeling of

the respective design and thus the control design for the whole device.

In this thesis, we are dealing with WEC modeling with at least one floating

element exists in the system. This design is widely used in the modern WECs

technology. The modeling of floating bodies are commonly addressed by the

well-known Cummins’ equation [31]. However, the time-domain numerical

simulation using the Cummins’ equation maybe very expensive in terms of

computation time due to its mixed differential and integral in the structure of

the equation, especially when dealing with the simulation of multiple floating

bodies. By the Cummins’ equation, we can describe the modeling of a complete

WEC system as an interconnection between different subsystems, namely, the

floating element, the body-to-body radiation system, the power take-off (PTO)

unit, and the mooring system.

The hydrodynamics of floating bodies described by the Cummins’ equation

are inherently passive. For the purpose of the second part of this thesis,

a passivity-based time-domain modeling, that is the port-Hamiltonian (pH)

framework, is used in this work since it generally uses energy terms as its

common languange between communicating systems [32]. This is in line with

the research on WECs where the transfer of energy plays the central role in

the system. An attempt of WECs modeling using pH framework was done by

Barradas-Berglind, et. al., in [33]. However, the hydrodynamics properties

that are mainly appearing in the radiation system were not addressed. In

this case, the radiation system is the main sources of the increase in the

computational complexity of the model.

In order to tackle the computational complexity problems in the Cummins’

equation, Yu and Falnes in [34] proposed a state-space approximation for the

integral part that describes the radiation system specifically to reduce the com-

putational complexity, but it did not guarantee the dissipativity of the radiation

system. Further method was proposed in [35] where passivity property of the

radiation force is addressed. In addition, an explicit approximation to the ra-

diation kernel is recently proposed in [36] where the formula is designed to

approximate sinusoidal function with dissipating amplitude. The latter will be

explained further as a part of this thesis.

The Ocean Grazer (OG) WEC is a novel hybrid multiple point absorber type

WEC that is designed to absorb most of the energy provided by wide spectrum

of ocean waves. The adaptability in OG-WEC is enabled by the multi piston-

pump power take off (MPP-PTO) system [1, 29]. For each floating element
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in OG-WEC, it is connected to an MPP-PTO unit which is a set of three

individual hydraulic type pumping systems with different dimensions which can

be activated either individually, in pairs, or all together at any time instances.

The key idea of the MPP-PTO concept is that we can activate all three pumps

when the available potential energy is high enough, or only activate them partly

when the incoming waves do not carry enough force to push the total weight

of all three pumps. This allows for optimized energy extraction and adaptation

to changing situations in the ocean.

Although the key idea behind the concept of OG-WEC’s MPP-PTO is

clear, the set of switching algorithms to determine which pump to be activated

for which wave conditions needs to be established. To achieve this, several

attempts to model the behavior of the OG-WEC has been developed [1, 28,

29, 33]. In particular, [1] showed that proper switching mechanism of the

MPP-PTO concept allows the OG-WEC to optimally extract potential energy

from the incoming waves. However, the developed models were not addressing

either the problem of passivity of the whole structure or the hydrodynamics

components of the floating subsystems. In order to cover the missing parts

of the previous models, we propose a port-Hamiltonian approach to model the

OG-WEC in this thesis.

1.3 Outline and Contributions

1.3.1 Outline and Contributions Part I

In the first part of this thesis, we study the development of NAC for practi-

cal stabilization of multi-input multi-output dynamical systems. To be more

precise, we consider single and/or multi agent described by multi-input multi-

output continuous time systems Σ where the state is given by x(t) ∈ Rn,

the output signal is represented by y(t) ∈ Rm, and the input is given by

u(t) ∈ U ⊆ Rm. Furthermore, the system Σ has an asymptotically stabi-

lizing static output-feedback law y 7→ F(y) ∈ Rm. For a given ball Bε ⊂ Rn,

with ε > 0, determine the finite countable set U := {u0, u1, . . . , up} ⊂ Rm

with minimal cardinality, and describe the mapping φ : Rm→U such that the

closed-loop system of Σ with u = φ(F(y)) satisfies x(t)→ Bε as t →∞ for

all initial conditions x(0) ∈ Rn.

The results for the first part are found in Chapter 3 to Chapter 5. Our

first contribution is on the control design and practical stability analysis of

passive systems with limited actions by means of what we call later as nearest

action control (NAC). We then implement our proposed NAC to the case of

distributed control of multi agent systems. Lastly, we improve our result on
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NAC by extending the set of limited actions according to specific geometric

distributions to guarantee exponential practical stability.

In Chapter 3, we study the problem of practical stabilization of a generic

class of passive nonlinear system when its input can only be chosen from a

finite countable set U := {u0, u1, . . . , up}. In this chapter, we propose a nearest

action input selection approach where at least one action in U can be chosen in

each time instance. By abusing the passivity and norm-observability properties

of the system, we show that practical stability up to a desired margin can be

achieved by selecting the nearest possible action in U to the usual continuous

control input when the set U satisfies some geometric assumptions. Moreover,

we show in this chapter that practical stabilization is possible with significantly

lower number of actions compared to existing results on stabilization by limited

actions such as the stabilization by binary/ternary quantizers. In addition, we

present a constructive algorithm to design some minimal input U that satisfy

the conditions for practical stability using our proposed nearest-action control.

In Chapter 4, we apply our result on practical stabilization with NAC to

the case of cooperative control of multi agent systems. In this chapter, we

implement an agent-wise NAC algorithm to the well-known consensus and

distance-based formation control law in order to practically achieve consensus

or some desired formations. For this purpose, we consider that each agent can

only realize actions that are available in a finite countable set U . Our results

show that consensus or a desired formation can be achieved with margin up to

the total natural maximum absolute error of all agents. The results are then

verified using Monte-Carlo simulation approach.

In our final contribution for the first part of this thesis, as studied in Chap-

ter 5, we are interested in improving the convergence rate of our proposed

NAC. For this purpose, inspired by many studies about exponential conver-

gence of systems with limited actions, we propose a directional extension of

the set U studied in Chapter 3 according to uniform/logarithmic distribution.

Furthermore, we propose the accompanying nearest-action based control laws

that are decomposable for simpler implementation and analysis. The closed-

loop system with our NAC is then analyzed using absolute stability analysis

approach to establish global exponential (practical) stability. In addition, we

propose the use of weak sector condition for multi-input multi-output system

in the analysis as opposed to the strong sector condition used in [23, 37].

1.3.2 Outline and Contributions Part II

The second part of this thesis studies primarily the development of energy-

based hydrodynamic model for understanding the behavior of one-column floaters

array connected to MPP-PTO units as part of the Ocean Grazer’s project. The
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main consideration for the model is to accurately describe the behavior of the

OG-WEC along with its MPP-PTO systems. In addition, energical properties

of each subsystem in OG-WEC are to be understood.

The results of the second part of this thesis are found in Chapter 6 and

Chapter 7. In Chapter 6, we propose a port-Hamiltonian (pH) approach to the

well-known Cummins’ equation. One of the main contribution of this chapter is

the development of the radiation subsystem’s model in pH framework. In par-

ticular, an approximation of the radiation kernel via enforced positive realness

is proposed. The resulting model is validated against existing hydrodynamic

modeling toolbox by considering simplified linear power take-off system in the

model.

Finally, we extend our work with simplified linear PTO in Chapter 6 by

considering instead the interconnection with MPP-PTO units that represents

the OG-WEC. The resulting model is delivered and validated in Chapter 7. In

addition, a simplified version of the model in Chapter 7 is used as an academic

example in Chapter 5.
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“To solve math problems, you need to know the basic

mathematics before you can start applying it"

-Catherine Asaro-
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In this chapter we review some relevant existing results on practical sta-

bilization of systems with countable set of information/actuation as well as

some relevant notations. The information provided in this chapter are mainly

for Part I of this thesis.

2.1 Class K, K∞, and KL function

A continuous function γ : R≥0 → R≥0 is of class K if it is continuous, strictly

increasing, and γ(0) = 0. We say that γ : R≥0→ R≥0 is of class K∞ if γ is of
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class K and lims→∞ γ(s) =∞. A continuous function ω : R≥0×R≥0→ R≥0 is

of class KL if for each fixed s, ω(r, s) belongs to class K, and for each fixed r,

ω(r, s) is decreasing with respect to s and is such that ω(r, s)→ 0 as s→∞.

2.2 Passive systems and observability notions

2.2.1 Passivity nonlinear systems and norm observability

We consider nonlinear systems described by

Σ :

¨
ẋ = f (x) + g(x)u

y = h(x)
(2.1)

where the state x(t) ∈ Rn and the input and output signals u(t), y(t) ∈ Rm.

The functions f , g, and h are assumed to be continuously differentiable, f (0) =

0, g(x) is full-rank for all x , and h(0) = 0.

The fundamental property that we associate with Σ is that, it is passive,

i.e., for all pairs of input and output signals u, y, we have
∫ T

0
〈y(t), u(t)〉dt >

−∞ for all T > 0; see [38, 39, 40] for some primary references on passive

systems. By the well-known Hill-Moylan conditions, the passivity of Σ implies

that there exists a positive definite storage function H : Rn → R≥0 such that

〈∇H(x), f (x)〉 ≤ 0 and 〈∇H(x), g(x)〉 = h⊤(x). Without loss of generality,

we assume that the storage function H is proper, i.e. all level sets of H are

compact.

Using the passivity assumption on Σ, it is immediate to see that u ≡ 0

implies that all level sets of H are positively invariant. More precisely, for any

c > 0, if H(x(0)) ≤ c then H(x(t)) ≤ c for all t ≥ 0. In other words, if

we initialize the state of Σ such that x(0) ∈ Ωc := {ξ|H(ξ) ≤ c} with u ≡ 0

then x(t) ∈ Ωc for all t ≥ 0. We will use this property later to establish the

practical stability of our closed-loop systems in conjunction with the following

observability notion from [41].

Definition 2.1. The system (2.1) is large-time initial-state norm observable if

there exist τ > 0, and γ,χ ∈ K∞ such that the solution x of (2.1) satisfies

∥x(t)∥ ≤ γ(∥y∥[t,t+τ]) +χ(∥u∥[t,t+τ])
for all t ≥ 0, x(0) ∈ Rn, and locally essentially bounded and measurable inputs

u : R≥0→ Rm. ⋄
In this thesis, we will use the large-time initial-state norm observability

property for the autonomous system (with u= 0):

ẋ = f (x), y = h(x). (2.2)
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In this case, large-time initial-state norm observability of (2.2) implies

∃τ > 0,γ ∈ K∞ such that, for each x(0) ∈ Rn,

∥x(t)∥ ≤ γ(∥y∥[t,t+τ]), ∀t ≥ 0. (2.3)

We note that in the standard passivity-based control literature, the notion

of zero-state observability or zero-state detectability is typically assumed for

establishing the convergence of the state to zero in the Ω-limit set. However,

these notions cannot be used to conclude the boundedness of the state trajec-

tories given the bound on the output trajectories. Therefore, instead of using

these notions, we will use the above large-time initial-state norm observability

for deducing the practical stability based on the information on y in the Ω-limit

set.

Remark 2.2. If the dynamics in system (2.2) are linear, that is, ẋ = Ax , y =

C x , and the pair (A, C) is observable, then one can quantify γ in (2.3) using

the observability Gramian. In particular, if for τ > 0

Wτ(t) =

∫ t+τ

t

eA⊤(s−t)C⊤CeA(s−t) ds

then x(t) = (Wτ(t))
−1
∫ t+τ

t
eA⊤(s−t)C⊤ y(s) ds, for each t ≥ 0, and τ > 0, which

in particular yields

∥x(t)∥ ≤ ∥(Wτ(t))−1∥
∫ t+τ

t

∥eA⊤(s−t)C⊤∥ds sup
s∈[t,t+τ)

|y(s)|

for each t ≥ 0, and any τ > 0. ⋄

2.2.2 Constant-incremental passivity of nonlinear systems

In many cases, the desired equilibrium point of the passive nonlinear system Σ

as in (2.1) is not equal to the minimum of the associated storage function H.

Instead, it may correspond to an arbitrary constant input. For these cases, a

constant input u∗ ∈ Rm with its corresponding steady-state solution x∗ ∈ Rn

defines the steady-state relation given by the set

E :=

�
(x∗, u∗) ∈ Rn ×Rm

����0= f (x∗) + g(x∗)u∗
�

. (2.4)

The problem of practically stabilizing the system Σ around x∗ ∈ Rn is

equivalent to practically stabilizing x = x − x∗ around the origin, with (·) =
(·) − (·)∗ denoting the incremental variable. Thus, the incremental system is

given by

Σ :

�
ẋ = f (x) + g(x + x∗)u,

y = h(x + x∗)− h(x∗),
(2.5)
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with f (x) = f (x + x∗) − f (x∗) + (g(x + x∗)− g(x∗))u∗. For this matter, the

passivity of the mapping u 7→ y is, in the original system Σ, referred to as

incremental passivity with respect to constant input; and is defined as follows

[42].

Definition 2.3 (Constant Incremental Passivity). Consider the nonlinear sys-

tem Σ as in (2.1). The system Σ is said to be incrementally passive with respect

to constant input if, for every (x∗, u∗) ∈ E , the corresponding incremental sys-

tem Σ in (2.5) with input u and output y, is passive; that is, there exists a

storage function H0 : Rn→ R≥0 such that

Ḣ0 = 〈∇H0, ẋ〉 ≤ 〈u, y〉. (2.6)

⋄
Note that the incremental passivity is a stronger requirement than the

passivity notion considered in the preceding subsections. In particular, one can

find examples of systems which are passive but not incrementally passive. Also,

constant incremental passivity defined above is equivalent to shifted passivity

as in [39, 43] and equilibrium-independent passivity as in [44]. Nevertheless,

the term constant incremental passivity is preferred in this paper because the

pair (x∗, u∗) can be arbitrary and most importantly, the incremental function is

used in the definition.

2.3 Set-valued analysis: Basic notions

2.3.1 Regularized differential inclusions

It turns out that a mapping which maps output from a continuum to a discrete

set of control actions is essentially discontinuous (with respect to usual topol-

ogy on Rm). Differential equations with such state-dependent discontinuities

need regularization so that the solutions are properly defined. For a discontin-

uous map F : Rn→ Rn, we can define a set-valued map K (F) by convexifying

F as follows

K (F(x)) :=
⋂

δ>0

co(F(x +Bδ))

where co(S) is the convex closure of S. The set-valued mapping K (F) is the

Krasovskii regularization of F , and under certain regularity assumptions on F ,

K (F) is compact and convex-valued, and moreover it is upper semicontinuous

[45, Chap. 1, Def. 1].

For an upper semicontinuous mapping Φ : Rn⇒Rn, consider the differential

inclusion

ẋ ∈ Φ(x) x(0) = x0. (2.7)
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A Krasovskii solution x(·) on an interval I = [0, T ), T > 0 is an absolutely

continuous function x : I → Rn such that (2.7) holds almost everywhere on I .

It is maximal if it has no right extension and it is a global solution if I = R≥0.

For any upper semicontinuous set-valued map Φ such that Φ(ξ) is compact

and convex for every ξ ∈ Rn, the following properties have been established

(see, e.g., [45, Chap. 2, Theorem 3]): (i). the differential inclusion (2.7) has

a solution on an interval I ; (ii). every solution can be extended to a maximal

one; and (iii). if the maximal solution is bounded then it is global.

2.3.2 Convex polytopes

Next, we present two basic representations of convex polytopes and some of

their notable examples that are related to our problem. We refer to [46]

and [47] for additional material on this topic. Firstly, the vertex represen-

tation (V-representation) of a convex polytope in Rm is an m-polytope de-

fined by the convex hull of a finite set of points U ⊂ Rm; that is the m-

polytope PV(U ) := conv (U ). Another way to define an m-polytope is by

intersecting finite-number of half-spaces (H-representation) that is given by

PH(A, b) := {x ∈ Rm|Ax ≤ b}. Note that both representations of m-polytopes

are equivalent, i.e. PV(U ) =PH(A, b) with appropriate A∈ Rn×m and b ∈ Rn.

When it is clear from the context, we will omit the arguments in PV and PH

in the rest of this thesis.

One simple example of m-polytopes is the m-dimensional simplex, com-

monly referred to as m-simplex. For particular examples, 1-simplex is a line,

2-simplex is a triangle, and 3-simplex is a tetrahedron.

Definition 2.4 (m-simplex). Let S := {s0, s1, . . . , sm} with si ∈ Rm, i =

0, 1, . . . , m be an affinely independent set, i.e. for any si ∈ S , the set fSi :=

{s̃ ∈ Rm | s̃ = s j − si ,∀s j ∈S \ {si}} is linearly independent. An m-simplex Sm

is defined by,

Sm = conv (S ) :=

¨
m∑

i=0

cisi

����
m∑

i=0

ci = 1, ci ≥ 0

«
,

and we say that bSm
= 1

m+1

∑m
i=0 si is its barycenter. ⋄

Example 2.5. One special case of m-simplices is a regular m-simplex Sm,reg

where all vertices have equal distances to its barycenter and, one possibly simple

choice for such a simplex is Sm,reg := conv
�
Sreg

�
where

Sreg = λ

�
e1, . . . , em,

1−
p

m+ 1

m
1

�
(2.8)

for some λ ∈ R>0. ⋄
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For our purposes, the utility of convex polytopes is seen in partitioning the

output space Rm into a finite number of cells which can then be associated to a

control action. In particular, given a finite set S ⊂ Rm with card(S ) = q, the

space Rm can be partitioned into q number of cells where every cell contains all

points in Rm that are closer to an element of S than any other element. Such

cells are commonly referred to as Voronoi cells and are defined as follows.

Definition 2.6. Consider a countable set S ⊂ Rm. The Voronoi cell of a point

s ∈S is defined by

VS (s) := {x ∈ Rm | ∥x − s∥ ≤ ∥x − v∥, ∀v ∈S \ {s}} .
⋄

Remark 2.7. Note that every Voronoi cell is a closed and convex polyhedron

since they can always be represented by the solution of a system of linear

inequalities. ⋄

2.4 Multi Agent Systems

We consider an undirected graph G = (V ,E ) for describing the network topol-

ogy of a multi-agent system, where V is the set of N agents and E ⊂ V ×V is a

set of M edges that define the neighboring pairs. In this thesis, we assume that

the graph G is connected. For every edge k in G , we can associate one node

by a positive sign and the pairing node by a negative sign. Correspondingly,

the incidence matrix B ∈ RN×M can be defined by

bi,k =






+1 if node i has the positive sign in edge k

−1 if node i has the negative sign in edge k

0 otherwise

Using B, the Laplacian matrix L is given by L = BB⊤ whose kernel, by the

connectedness of G , is spanned by 1N .

2.4.1 Multi-Agent Consensus

For every agent i in G , it is described by

ẋ i = ui . (2.9)

where x i(t) ∈ Rm and ui(t) ∈ Rm denote the state and input variables, re-

spectively. The distributed consensus control problem is related to the design

of distributed control law ui for each agent based on the information from

the neighboring agents so that all agents converge to a consensus point. The

well-known control law u = −(L ⊗ Im)x solves this problem, where it can be

shown that by using the consensus Lyapunov function V (x) = 1
2〈x , (L ⊗ Im) x〉,
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limt→∞ ∥x i(t) − x̄∥ = 0 for all i and x̄ = 1
N

∑
i x(0) ∈ Rm. We define the

consensus manifold E where all agents agree with each other by E := { x̄ ∈
RmN | x̄ = x̄1 = x̄2 = . . .= x̄N}.

The stability of the closed-loop system is, in fact, carried out by introducing

the relative position variable

zk =

¨
x i − x j if node i is the positive end of edge k,

x j − x i if node i is the negative end of edge k,
(2.10)

and we write its compact form as z = (B⊤ ⊗ Im)x . The closed-loop system of

the consensus problem is then expressed as

ż = −(B⊤B ⊗ Im)z (2.11)

and the consensus Lyapunov function becomes V (z) = 1
2〈z, z〉 so that stability

can then be shown by using LaSalle’s invariance principle. That is, z → 0 as

t →∞.

The generalization of the result to the case, where binary and ternary

quantizers are used, can be found in [3, 4, 21].

2.4.2 Distance-Based Multi-Agent Formation Control

Consider the same set of n agents as described in section 2.4.1. The distributed

distance-based formation control problem is, in principal, similar to the control

design for consensus problem. The main difference is that in the asymptote,

all agents must converge to a prescribed infinitesimally rigid formation shape

represented by the framework (G = (V ,E ), x) and the given desired distance

between connected agents. The framework (G , x) is said to be infinitesimally

rigid if rank(R(z)) = mN − (m+ 1)m
2 where R(z) = D⊤z (B

⊤ ⊗ Im) is the rigidity

matrix and Dz takes the form of the block-diagonal matrix Dz := diag(z) ∈
RMm×M with z being the relative position vector as defined in section 2.4.1

[48, 49, 50]. For given desired distance dk associated to the relative position

zk, k = 1, . . . , M , the well-known control law u = −(B ⊗ Im)Dze where e is the

desired error vector defined by

e =
�
∥z1∥2 − d2

1 , · · · , ∥zM∥2 − d2
M

�⊤
(2.12)

solves the distance-based distributed formation control under the assumption

that the given formation graph is infinitesimally rigid.

The stability of above distributed formation control problem can be ana-

lyzed by considering the dynamics of the closed-loop autonomous multi-agent

system given by

ż = (B⊤ ⊗ Im) ẋ = −(B⊤B ⊗ Im)Dze (2.13)

ė = D⊤z ż = −D⊤z (B
⊤B ⊗ Im)Dze. (2.14)
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Using the usual distance-based formation Lyapunov function J(e) = 1
4〈e, e〉, the

local exponential convergence of e to zero can be shown, which means that

∥zk(t)∥ → dk locally and exponentially as t →∞.

2.5 Positive Real Functions and H∞ space

Let G : C → Cm×m be a matrix valued complex function. We say that G is

positive real if

G(s) + G ∗ (s)≽ 0, ∀s ∈ C+, s not a pole of G,

where G∗ is the conjugate transpose of G. Moreover, we say that G is strictly

positive real if there exists a scalar δ > 0 such that G − δI ≽ 0. The space

H∞ is defined by H∞ := {G : C → Cm×m | G is holomorphic and ∥G∥H∞ :=

sups∈C+ ∥G(s)∥<∞}.

2.6 Absolute stability, ISS & practical stability

Consider the following Lur’e systems

Σlin :






ẋ(t) = Ax(t) + Bu(t)

y(t) = C x(t)

u(t) ∈∆(t)−Ψ(y(t)),
(2.15)

where x(t) ∈ Rn is the state, u(t), y(t) ∈ Rm are the input and output, respec-

tively, ∆ : R≥0 → Rm is a locally essentially bounded and a locally integrable

function, the matrices A, B, and C are real matrices of suitable dimension, and

Ψ : Rm⇒U with U ⊆ Rm is a set-valued nonlinearity. The function ∆(t) em-

beds all exogeneous signals, possibly unknown, that can enter the nonsmooth

system. When ∆ ≡ 0, the system (2.15) can be considered as a closed-loop

interconnection of a linear differential inclusion system with system matrices

(A, B, C) and a set-valued nonlinearity Ψ. The transfer function of Σlin is given

by G(s) = C(sI − A)−1B. The system (2.15) is said to be input-to-state prac-

tical stable (ISpS) if there exist β ∈K L , θ > 0 and ρ ∈K∞ such that, for

all x(0) ∈ Rn, the solution of (2.15) satisfies

∥x(t)∥ ≤ β(∥x(0)∥, t) +ρ(∥∆[0,t]∥∞) + θ , ∀t ≥ 0. (2.16)

The system (2.15) is input-to-state stable if it is ISpS with θ = 0.

In [20, 23, 37], the ISpS property of MIMO LTI system (2.15) has been

established based on the system matrices (A, B, C) and a strong sector bound

condition of Ψ. The sector condition imposed on Ψ is given by 〈k1 y − v, k2 y −
v〉 ≤ 0, ∀v ∈ Ψ(y), ∀y ∈ Rm for some scalars k1 < k2. It will be clear later in

Chapter 5 that such sector condition is stronger than the more familiar sector
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condition k1∥y∥2 ≤ 〈v, y〉 ≤ k2∥y∥2, ∀v ∈ Ψ(y), ∀y ∈ Rm for some scalars

k1 < k2.

Remark 2.8 ([23, Remark 3.1]). For some scalars k1 < k2, the sector condi-

tion

〈k1 y − v, k2 y − v〉 ≤ 0

holds for all v ∈ Ψ(y) and for all y ∈ Rm if and only if



v −
k1 + k2

2
y





≤
k2 − k1

2
∥y∥, ∀v ∈ Ψ(y), ∀y ∈ Rm. (2.17)

⋄
The adaptation of the ISpS property of (2.15) in [23, Theorem 3.4] with

stronger controllability and observability condition is stated in the following

theorem.

Theorem 2.9. Consider the system Σlin in (2.15). Suppose that the pair (A, B)

is controllable and (A, C) is observable. For the mapping Ψ, assume that there

exist scalars k1 < k2 such that for all v ∈ Ψ(y) and for all y ∈ Rm, it holds

that 〈k1 y − v, k2 y − v〉 ≤ 0. In addition, assume that G(I + k1G)−1 ∈ H∞ and

that (I +k2G)(I + k1G)−1 is strictly positive real. Then every maximal solution

forward complete and there exist positive constants c1, c2, and ϵ such that, for

all x(0) ∈ Rn, every solution x satisfies

∥x(t)∥ ≤ c1e−ϵt∥x(0)∥+ c2∥∆[0,t]∥∞, ∀t ∈ R>0. (2.18)

⋄
The proof follows directly from the proof of [23, Theorem 3.4]. It can be

seen from above that under the stated assumptions, the solution of (2.15)

decays exponentially.

2.7 Uniform and Logarithmic Quantizers

There are two standard types of quantization in literature, namely, the uniform

and logarithmic quantizers [22, 51]. The range set of uniform quantizer is a

regular grid and can be described by the set U λ
u := {±kλ | k ∈ Z≥0} with

λ > 0 be the desired uniform step size. One of the standard approach in the

uniform quantization is the symmetric uniform quantizer given by

Qλu(η) =

�
η

λ
+

1

2

�
λ. (2.19)

Similarly, the range set of logarithmic quantizer is a regular grid and is given

by the set U λ
l

:= {0} ∪ {±λk | k ∈ Z} with λ > 1 be the desired geometric
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step size. One example of the logarithmic quantizers is the mapping

Qλ
l
(η) =

¨
0, η = 0

sign(η)λ⌊ 1
2+logλ |η|⌋, η ̸= 0.

(2.20)

Note that both the uniform quantizer (2.19) and the logarithmic quantizer

(2.20) are scalar functions. Typically, in the vectorized setting, the above

quantizers are defined element-wise.
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Chapter

3 Nearest Action Control

“Mathematics is a game played according to certain simple rules

with meaningless marks on paper"

-David Hilbert-
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In this chapter, we consider nonlinear systems described by

Σ :

¨
ẋ = f (x) + g(x)u

y = h(x)
(3.1)

where the state x(t) ∈ Rn and the input and output signals u(t), y(t) ∈ Rm.

The functions f , g, and h are assumed to be continuously differentiable,

f (0) = 0, g(x) is full-rank for all x , and h(0) = 0. The underlying assumption

throughout this chapter is that the input-output system Σ is passive (in appro-

priate sense). The basic problem we study in this chapter is the stabilization of

Σ under limited actuation/information transmission; that is, the control input

u can only take values from a finite countable set U := {u0, u1, u2, . . . , up} with

ui ∈ Rm for each i = 0, . . . , p.

For the nominal system, it is assumed that we have a stabilizing output

feedback law y 7→ F(y) (when U is a continuum). As discussed in the intro-

duction, when we impose the constraint that the actuation set U is finite, two

relevant questions for its stabilization are: a) how to map F(y) to an element
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in U ?; and b) how to determine the minimal cardinality of U ? To address

these questions for the system class Σ, we design a mapping φ : Rm→U , with

U being finitely countable (and possibly minimal), such that u= φ(F(y)) ∈U
practically stabilizes Σ.

The question of designing the quantization mapping φ : Rm→U has been

addressed in various forms in literature as discussed in Chapter 1. Since the

input can only take the available values in the finite countable set U , the quan-

tizer φ, in some senses, defines the partition of the input space with respect to

U , where each cell of the partition is associated to an element of the set U .

In this chapter, we address the question of designing φ by fixing the cardinality

of the set U which results in convergence to an arbitrarily small ball around

the origin. In particular, by exploiting the passivity structure of Σ and using

a quantizer based on Voronoi tessellations, we provide conditions relating sys-

tem dynamics and geometry of the partitions that guarantee practical stability

with a finite countable input set U of fixed cardinality (which will be specified

precisely in the discussion that follows).

3.1 Nearest-Action Control for Passive Systems

In this section, we present firstly the practical stabilization result of the origin

of general passive systems with unity output feedback and is followed by sector-

bounded nonlinearity in the feedback loop. For this purpose, we impose the

following assumption on the system Σ.

(A3.0) The system Σ in (3.1) is passive with a proper and positive definite

storage function H and, the corresponding autonomous system Σ|u=0 is

large-time initial-state norm-observable for some τ > 0 and γ ∈ K∞.

Secondly, we present briefly its extension to practically stabilize constant-

incrementally passive systems with corresponding assumption established sim-

ilar to (A3.0). The motivation behind our design of these elements is to work

with minimal number of elements in the set U which yield the desired per-

formance using the static output feedback only. Toward this end, the only

assumption we associate with the set U is the following:

(A3.1) For a given finite countable set U := {u0, u1, u2, . . . , up}, with u0 = 0,

there exists an index set I ⊂ {1, . . . , p} such that the set V := {ui}i∈I ⊂
U defines the vertices of a convex polytope satisfying, 0 ∈ int (conv (V )).

An immediate consequence of (A3.1) is the following lemma, which is used

in the derivation of our forthcoming main result.
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3.1 Nearest-Action Control for Passive Systems

Lemma 3.1. Consider a finite countable set U ⊂ Rm that satisfies (A3.1).

Then, there exists δ > 0 such that the Voronoi cell of the origin with respect

to U satisfies

VU (0) ⊆ Bδ. (3.2)

That is, the following implication holds for each η ∈ Rm

∥η∥> δ⇒ ∃ ui ∈U s.t. ∥η− ui∥< ∥η∥. (3.3)

⋄

Proof. Based on Assumption (A3.1), consider the sets I := {1, . . . , q}, and

V := {v1, . . . , vq} ⊂ U such that q ≤ p and 0 ∈ int (conv (V )). Let S = V ∪
{0}. From the definition of Voronoi cells, it readily follows that VU (0) ⊆ VS (0),

and therefore, it suffices to show that VS (0) ⊂ Bδ. Toward that end, we first

observe that the Voronoi cell VS (0) can be described as

VS (0) :=PH

��
v1 . . . vq

�⊤
,

1

2

�
∥v1∥2 . . . ∥vq∥2

�⊤�
. (3.4)

Thus, from (3.4), we know that VS (0) is a closed convex polyhedron. It

remains to show that VS (0) is bounded. Indeed, boundedness implies that we

can choose δ = max
ṽ∈ VS (0)

(∥ṽ∥), such that Bδ is the smallest ball containing the

set VS (0), which by definition of Voronoi cell is equivalent to (3.3).

To show that VS (0) is bounded, we observe that, under (A3.1), there exists

µ > 0 such that Bµ ⊂ conv(V ). Thus, for every ṽ ∈ VS (0), µ
ṽ
∥ṽ∥ ∈ conv(V ).

Hence, there exist λi ≥ 0 such that
∑q

i=1
λi = 1 and µ ṽ

∥ṽ∥ =
∑q

i=1
λi vi. Con-

sequently, from (3.4), it follows that

µ
ṽ⊤ ṽ

∥ṽ∥ =
q∑

i=1

λi v
⊤
i ṽ ≤ 1

2

q∑

i=1

λi∥vi∥2

and hence ∥ṽ∥ ≤ 1
2µ

∑q
i=1
λi∥vi∥2.

Example 3.2. A simple example of U in R2, satisfying (A3.1) is as follows:

Uex := α
n

0,
�

sin(θex)

cos(θex)

�
,
h

sin(θex+
2π
3 )

cos(θex+
2π
3 )

i
,
h

sin(θex+
4π
3 )

cos(θex+
4π
3 )

io

=:
�
0, uex,1, uex,2, uex,3

	 (3.5)

with some θex ∈ R and α ∈ (0,∞). For this example, (A3.1) holds by taking

V :=U \{0}. Following the proof of Lemma 3.1, we have VU (0) := conv
� eV0

�

where

eV0 := α
nh

sin(θex+
π
3 )

cos(θex+
π
3 )

i
,
h

sin(θex+
3π
3 )

cos(θex+
3π
3 )

i
,
h

sin(θex+
5π
3 )

cos(θex+
5π
3 )

io
.

Then, then the smallest δ that satisfies (3.2) in Lemma 3.1 is given by δ =

α. ⋄
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3.1.1 Unity output feedback

Using the result of Lemma 3.1 and the assumptions introduced thus far, we

can define a feedback mapping φU which maps the measured outputs to the

finite countable set U to achieve practical stabilization. In this regard, we first

consider the so called nearest-action mapping φU : Rm⇒U , defined as

φU (η) := arg min
v∈U

{∥v −η∥} . (3.6)

For the nearest-action mapping above, the following lemma is relevant.

Lemma 3.3. Consider the nearest-action mapping φU given in (3.6) and a

finite countable set U := {0, u1, u2, . . . , up} satisfying (A3.1). For a fixed y ∈
Rm, let φU (−y) = {u j} j∈J for some index set J ⊂ {1, . . . , p}. Then the

inequality

−∥u j∥ · ∥y∥ ≤ 〈u j , y〉 ≤ −1

2
∥u j∥2 (3.7)

holds for all j ∈J . ⋄

Proof. By the definition of φU , the inequality ∥u j + y∥2 ≤ ∥uk + y∥2 holds for

j ∈ J and k ∈ {0,1, . . . , p}. By noting that ∥u j + y∥2 = 〈u j + y, u j + y〉 =
∥u j∥2 + 2〈u j , y〉 + ∥y∥2 and fixing uk = 0, we have that 〈u j , y〉 ≤ −1

2∥u j∥2.
Moreover 〈u j , y〉 ≥ −∥u j∥∥y∥. Hence, the inequality (3.7) holds for every

y ∈ Rm.

For a given output feedback y 7→ F(y), the quantized feedback control

u = φU (F(y)), with φ given in (3.6), maps F(y) to the nearest element in

the set U with respect to the Euclidean distance. As a straightforward obser-

vation, when U is the continuum space Rm, the solution to the optimization

problem (3.6) is u = φU (F(y)) = F(y). Let us first restrict ourselves to the

unity output feedback case F(y) = −y. By choosing u = φU (−y), the closed

system is thus given by

ẋ = f (x) + g(x)φU (−y) (3.8)

y = h(x).

As φU (−y) is a nonsmooth mapping, we consider instead the following regu-

larized differential inclusion

ẋ ∈K
�

f (x) + g(x)φU (−y)
�
= f (x) + g(x)K (φU (−y)) (3.9)

y = h(x).

We note that the solution of (3.8) is basically interpreted in the sense of (3.9).

In the following result, we analyze the asymptotic behavior of the solutions of

(3.9) and show that they converge to Bε, for a given ε > 0, if the constant δ

associated to the set U in (3.2) is small enough. For a set U that satisfies
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(A3.1), we can reposition its elements without changing the cardinality of

U to get a desired value of δ > 0, and such constructions are addressed in

Section 3.2.

Proposition 3.4. Consider a nonlinear system Σ described by (3.1) that satis-

fies (A3.0), and a finite countable set U ⊂ Rm satisfying (A3.1) so that (3.2)

holds for some δ > 0. For a given ε > 0, assume that

γ(δ)≤ ε. (3.10)

Then the control law u= φU (−y), with φU given in (3.6), globally practically

stabilizes Σ with respect to Bε, that is, lim supt→∞ |x(t)| ≤ ε. ⋄

Proof. Based on the property of 〈φU (−y), y〉 in Lemma 3.3, we can analyze

the behavior of the closed-loop system given by (3.9) as follows.

For the storage function H associated with the open-loop system, we eval-

uate its derivative along the solutions of (3.9) in following two cases:

(i): 0 ̸∈ φU (−y) = {ui}i∈Jy
so that Jy ⊂ {1, . . . , p}. Let Wy := φU (−y), then

Ḣ(x) = 〈∇H(x), ẋ〉
∈ 〈∇H(x), f (x) + g(x)K (φU (−y))〉
= 〈∇H(x), f (x)〉+ 〈y,conv(Wy)〉.

Based on the computation of 〈φU (−y), y〉, with non-zero φU (−y), it follows

that

〈y,conv(Wy)〉 ⊂
�
− ∥uy,max∥∥y∥ , −0.5∥uy,min∥2

�
,

where we let ∥uy,max∥ := maxw∈Wy
∥w∥, and ∥uy,min∥ := minw∈Wy

∥w∥. There-

fore, Ḣ(x) ≤ −0.5∥uy,min∥2; when 0 ̸∈ φU (−y), or the other possibility is

that,

(ii): 0 = φU (−y) = {u0} = Wy so that Jy = {0}. In this case, following the

same arguments as in case (i)

Ḣ(x) ∈ 〈∇H(x), f (x)〉+ 〈y,conv(Wy)〉.
Since {0} is the only element of Wy , 〈y,conv(Wy)〉 = {0}. This implies that,

for the case when φU (y) = {0}, we have Ḣ(x) = 0.

Combining the two cases, it holds that for Jy ⊂ {0,1, . . . , p}, we have

Ḣ(x)≤ 0, and Ḣ(x) = 0, if and only if 0 ∈ φU (−y). As H(x) is non-increasing

along system trajectories in both the cases (i) and (ii), and since H is proper,

all system trajectories are bounded and contained in the compact set Ω0 :=

{z ∈ Rn |H(z) ≤ H(x(0))}. Let Zx := {z ∈ Rn |φU (−h(z)) = {0}} and let M

be the largest invariant set (with respect to system (3.9)) contained in Zx .

By the LaSalle invariance principle, all trajectories belonging to the compact

set Ω0 converge to the set M , see for example [19, Theorem 6.5].
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We next show that, because of the large-time norm observability and

Lemma 3.1, it holds that M ⊂ Bε ⊂ Rn. To see this, take an arbitrary point

z ∈ M , and consider a solution of system (3.9) over an interval [s, s+τ] starting

from z; that is, consider x : [s, s+τ]→ Rn which solves (3.9) and x(s) = z ∈ M .

Due to the forward invariance of set M , the corresponding solution x(t) ∈ M ,

for each t ∈ [s, s + τ]. Consequently, φU (−h(x(t))) = {0}, and because of

Lemma 3.1, |h(x(t))| ≤ δ for each t ∈ [s, s+τ]. Invoking the large-time initial

state norm-observability assumption, it holds that ∥x(s)∥ = ∥z∥ ≤ γ(δ) ≤ ε,
where the last inequality is a consequence of (3.10). Since z ∈ M is arbitrary,

it holds that M ⊂ Bε.
In summary, we have shown that

x(t)→ M ⊂ Bε as t →∞ for all initial conditions x(0) ∈ Rn, and hence

the desired assertion holds.

As the first application of Proposition 3.4, we are interested in specify-

ing the invariant set when the set of control action is described by a set of

equidistant points along each axis of the output space.

Corollary 3.5. Consider the system Σ as in (3.1) satisfying (A3.0), and U =

λ{−N ,−N +1, . . . , N −1, N}m, with λ > 0 being the step size and N a positive

integer. Then the control law u = φU (−y), where φU is as in (3.6), globally

practically stabilizes Σ with respect to Bε where ε > 0 satisfies γ(λ
p

m)≤ ε. ⋄

Proof. The proof follows mutatis mutandis the proof of Proposition 3.4. The

set U satisfies (A3.1) by taking V = λ{−1, 0,1}m \{0}. It is also seen that

δ = λ
p

m, and by requiring γ(λ
p

m)≤ ε, all the hypotheses of Proposition 3.4

hold.

Remark 3.6. In contrast to the choice of U in Example 3.2 where we used

(3.5) to construct the finite countable set U in R2, the constant δ in Corollary

3.5 is less than max
ṽ∈ eV ∥ṽ∥. This is due to the choice of the set V in the proof

of Corollary 3.5 that is dense enough such that {z |φ(z) = 0} ⊂ conv(V ). From

this corollary, one can conclude that two-level quantization with N = 1 suffices

to get a global practical stabilization property for passive nonlinear systems.

This binary control law restricts however the convergence rate of the closed-

loop system. It converges to the desired compact ball in a linear fashion and

may not be desirable when the initial condition is very far from the origin. The

use of higher quantization level (e.g., N ≫ 1) can provide a better convergence

rate. ⋄
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3.1.2 Sector bounded feedback

We next present a generalization of the result in Proposition 3.4 on how the

nearest action rule can be used to quantize more generic nonlinear feedback

laws. In Proposition 3.4, when U is the continuum space of Rm, the resulting

control law is simply given by u = −y, i.e., it is a unity output feedback

law. Using standard result in passive systems theory, the closed-loop system

will satisfy Ḣ ≤ −∥y∥2. Furthermore, the application of LaSalle invariance

principle with zero-state detectability allows us to conclude that x(t) → 0

asymptotically. As the underlying system is passive, we can in fact stabilize

it with any sector-bounded nonlinear feedback of the form y 7→ F(y), where

F : Rm→ Rm satisfies

k1∥y∥2 ≤ 〈F(y),−y〉 ≤ k2∥y∥2, 0< k1 ≤ k2 (3.11a)

∥F(y)∥ ≤ k3∥y∥, k3 ≥ k1, (3.11b)

for all y ∈ Rm. There are a number of reasons for considering such feedback

laws rather than the unity output feedback law. For instance, we can attain a

prescribed L2-gain disturbance attenuation level or we can shape the transient

behavior by adjusting the gains on different domain of y. In the following

proposition, we consider such sector-bounded output feedback law F(y), and

how the nearest action rule can be used to map such feedbacks in the limited

control input set U to guarantee practical stabilization.

Proposition 3.7. Consider a nonlinear system Σ described by (3.1) that satis-

fies (A3.0), and a finite countable set U ⊂ Rm satisfying (A3.1) so that (3.2)

holds for some δ > 0. For the mapping φU given in (3.6), let µmin,1 ∈ (0,1]

be such that1, for all z ∈ Rm,

φU (z) ̸= 0⇒ 〈φU (z), z〉 ≥ ∥φU (z)∥∥z∥µmin,1. (3.12)

Assume that the constants k1, k2, k3 describing the function F , as in (3.11),

satisfy

k2
1

k2
3

+µ2
min,1 > 1 (3.13a)

γ
�
δ/k1

�
≤ ε (3.13b)

for a given ε > 0. Then the control law u = φU (F(y)) globally practically

stabilizes Σ with respect to Bε. ⋄

Proof. We basically show that, for any y ∈ Rm, we have

〈φU (F(y)),−y〉 ∈ {κi,y∥ui∥∥y∥ | i ∈ Jy} (3.14)

1The existence of such µmin,1 is guaranteed by the assumption (A3.1) on U .
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for some Jy ⊂ {0,1, . . . , p} such that φU (F(y)) = {ui}i∈Jy
and κi,y > 0. The

rest of the proof follows a pattern similar to that of Proposition 3.4.

First, with φU (F(y)) = {ui}i∈Jy
, suppose that 0 /∈ φU (F(y)), so that

Jy ⊂ {1, . . . , p}. It follows from (3.6) that {ui}i∈Jy
are the closest points to

F(y), and we have

〈φU (F(y)), F(y)〉 ∈ {∥ui∥∥F(y)∥µi,1 | i ∈ Jy}, (3.15)

where µi,1 > 0 is such that 〈ui , F(y)〉 = ∥ui∥∥F(y)∥µi,1. Under the given

hypothesis, µmin,1 ≤ µi,1 for each i ∈ Jy , y ∈ Rm. On the other hand, we have

〈F(y),−y〉= ∥F(y)∥∥y∥µ2. (3.16)

Since k1∥y∥2 ≤ 〈F(y),−y〉 and ∥F(y)∥ ≤ k3∥y∥, the minimum value of µ2 (for

all choices of y ∈ Rm) is given by µmin,2 = k1/k3.

Now, note that, in general, κi,y ∈ [−1,1]. It can be shown that if (3.12),

(3.13a), and (3.16) hold with µ2 ∈ [µmin,2, 1], then there exist κmin > 0 such

that κi,y ∈ [κmin, 1]. For each y ∈ Rm and i ∈ Jy , we introduce the Gram

matrix Gi,y as

Gi,y =




〈−y,−y〉 〈−y, F(y)〉 〈−y, ui〉
〈−y, F(y)〉 〈F(y), F(y)〉 〈F(y), ui〉
〈−y, ui〉 〈F(y), ui〉 〈ui , ui〉



 ,

having the property that (see also [52]) Gi,y ≽ 0 and thus det(Gi,y) ≥ 0. This

implies that

0≤ ∥y∥2∥F(y)∥2∥ui∥2 + 2 〈−y, F(y)〉 〈F(y), ui〉 〈−y, ui〉
− ∥y∥2〈F(y), ui〉2 − ∥F(y)∥2〈−y, ui〉2 − ∥ui∥2〈−y, F(y)〉2.

By rewriting above inequality in terms of their respective norms in (3.14)–

(3.16) with constants µi,1,µ2, and κi,y , we have that, for each y ∈ Rm and

ui , i ∈ Jy

κ2
i,y − 2 µi,1 µ2 κi,y ≤ 1− (µ2

i,1 +µ
2
2)

⇒
�
κi,y −µi,1 µ2

�2 ≤ 1− (µ2
i,1 +µ

2
2) +µ

2
i,1 µ

2
2

⇔
��κi,y −µi,1 µ2

��≤
Ç

1− (µ2
i,1
+µ2

2
) +µ2

i,1
µ2

2
.

From the last inequality, we can prove whether κi,y > 0 whenever condition

(3.13a) is satisfied, by only investigating the case where κi,y ≤ µi,1 µ2. The
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last inequality, paired with condition (3.13a), gives the following result

κi,y ≥ µi,1 µ2 −
Ç

1− (µ2
i,1
+µ2

2
) +µ2

i,1
µ2

2

= µi,1 µ2 −
Ç
(1−µ2

i,1
)(1−µ2

2
)

≥ µmin,1(k1/k3)−
Ç
(1−µ2

min,1
) (1− (k1/k3)

2)

> µmin,1(k1/k3)−
Ç
µ2

min,1
(k1/k3)

2 = 0.

Note that the above arguments hold for all i ∈ Jy , and (3.14) holds for some

κi,y > 0.

Secondly, in case, Jy = {0}, we have φU (F(y)) = {0} and 〈φU (F(y)), y〉=
{0}. Thus, (3.14) holds trivially since u0 = 0.

Combining the two cases, we see that (3.14) holds for Jy ⊂ {0, 1, . . . , p}.
Following the same line of arguments as in the proof of Proposition 3.4, (3.14)

implies that the storage function is nondecreasing along the solutions of the

closed-loop system and the solutions converge to a set M , where M is the

largest invariant set contained in Zx := {z ∈ Rn |φU (F(h(z))) = {0}}. Hence

for any trajectory starting with initial condition x(s) = z ∈ M , it holds that

the corresponding output satisfies ∥F(y(t))∥ ≤ δ for all t ≥ s. Since k1∥v∥2 ≤
〈F(v), v〉 ≤ ∥F(v)∥∥v∥ holds for all v ∈ Rm, it follows that ∥y(t)∥ ≤ δ

k1
for all

t ≥ s. By the property of large-time initial-state norm-observability of Σ|u=0,

it holds that,

∥z∥= ∥x(s)∥ ≤ γ(δ/k1)≤ ε ∀t ≥ s

and this holds for each z ∈ M . Hence, M ⊆ Bε and in particular, each trajectory

converges to Bε as t →∞.

Remark 3.8. The condition (3.13a) requires that the nonlinearity should lie

in a relatively thin sector bound. When F(y) = k y, i.e, it is a proportional

controller with a scalar gain k > 0, then the condition (3.13a) holds trivially,

since µmin,1 > 0 and
k1

k3
= k

k = 1. Consequently, it follows from this proposition

that we can make the practical stabilization ball arbitrary small by assigning a

large gain k. ⋄

3.1.3 Nonzero equilibrium points

In this section, we consider the stability of Σ as in (3.1) around nonzero equi-

librium point collected in the following steady-state relation.

E :=

�
(x∗, u∗) ∈ Rn ×Rm

����0= f (x∗) + g(x∗)u∗
�

. (3.17)

The stabilization of Σ around x∗ ∈ Rn is then equivalent to stabilizing

x = x − x∗ around the origin, with (·) = (·) − (·)∗ denoting the incremental
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variable. To solve this problem, we consider instead the incremental system

given by

Σ :

�
ẋ = f (x) + g(x + x∗)u,

y = h(x + x∗)− h(x∗),
(3.18)

with f (x) = f (x + x∗)− f (x∗) + (g(x + x∗)− g(x∗))u∗ where we assume that

the system Σ being constant-incrementally passive.

In the case of constant incremental passivity, the corresponding constant

input u∗ is often known from the knowledge of the nominal system (3.1). Then

we can simply design the finite countable input set U such that it contains u∗.
Thus it is natural to adapt the assumption (A3.1) to the current setting that

brings us to the following proposition.

Proposition 3.9. Consider the system Σ as in (3.1), and a finite set of control

actions U = {u0, u1, . . . , up} ⊂ Rm. Assume that:

(A3.2) Σ is constant-incrementally passive with the proper storage function

H0(x , x∗) for all pair (x∗, u∗) ∈ E ;

(A3.3) u∗ ∈ U , with u0 = u∗, and there exists a subset V of U such that

u∗ ∈ int (conv (V )); and

(A3.4) the autonomous incremental system Σu=u∗ is large-time initial-state

norm-observable, i.e. there exists τ > 0 and γ̄ ∈ K∞ such that the

solution of Σu=u∗ satisfies ∥x(t)∥ ≤ γ̄
�
∥y∥[t,t+τ]
�

for all x(0) ∈ Rn, t ≥
0.

Furthermore, for a given ε > 0, assume that γ̄(δ) ≤ ε, where δ > 0 is the

smallest number that satisfies

VU (u
∗) ⊆ Bδ(u∗). (3.19)

Then the control law u = φU (u
∗ − y), with φU : Rm ⇒ U defined in (3.6),

globally practically stabilizes Σ with respect to Bε (x
∗). ⋄

The proof of Proposition 3.9 can be developed similarly to the proof of

Proposition 3.4, by noting that

φU (−y) = φU (u
∗ − y)− u∗ (3.20)

with

φU (η) := arg min
v∈U

{∥v −η∥} (3.21)

where the set

U := {v ∈ Rm | v = v − u∗; v ∈U } (3.22)

is defined by shifting the original input set U such that u∗ is now the origin

of the input/output space of the constant incremental system. This means
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that we can use the constant-incremental nearest-action map φU so that the

constant incremental system has the same structure as (3.1). Then the rest of

the proof follows from the proof of Proposition 3.4. Finally, since the output

and state variables of the constant incremental system converge to Bδ and Bε,

respectively, as t →∞, we can conclude practical stability, i.e. y → Bδ and

x → Bε(x∗) as t →∞.

Similar to the previous results, sector bounded nonlinear mapping F that

satisfies (3.11) can easily be included in the constant-incrementally passive

systems case. This is due to the fact given by (3.20). Then the following

proposition is true.

Proposition 3.10. Consider a nonlinear system Σ described by (3.1) that sat-

isfies (A3.2) and (A3.4); and a finite countable set U ⊂ Rm satisfying (A3.3)

so that (3.19) holds for some δ > 0. Let φU be as given in (3.6); and let

µmin,1 ∈ (0,1] be such that (3.12) holds for all z ∈ Rm. Assume that (3.13a)

holds with the mapping F , along with constants k1, k2, k3, satisfying (3.11).

For a given ε > 0, assume that

γ̄ (δ/k1)≤ ε.
Then, the control law u= φU (F(y) + u∗) globally practically stabilizes Σ with

respect to Bε(x
∗). ⋄

3.1.4 An illustrative example

Example 3.11. Consider the following nonlinear system

Σex :






ẋ =




−x2 + x3

3

x1

−x1



+




1 0

0 0

0 1



u

y =
�
x1 x3

3

�⊤
(3.23)

where x :=
�
x1 x2 x3

�⊤ ∈ R3 and y :=
�

y1 y2

�⊤
, u :=
�
u1 u2

�⊤ ∈ R2. It

can be checked that by using the proper storage function H(x) = 1
2 x2

1 +
1
2 x2

2 +
1
4 x4

3
, the system Σex is passive, i.e. Ḣ = 〈y, u〉. Note that the system Σex

can be written as a nonlinear port-Hamiltonian system, describing a nonlinear

RLC circuit [53]: ẋ = J∇H(x) + gu, y = gT∇H(x) where J =
�

0 −1 1
1 0 0
−1 0 0

�
and

g =
�

1 0
0 0
0 1

�
.

Furthermore, it can be shown (following the main results in [42]) that Σex

is also constant-incrementally passive. Indeed, for any (x∗, u∗) ∈ E , we can

define H0(x , x∗) = H(x)−H(x∗)− (x − x∗)T∇H(x∗) which has a global unique

minimum at x∗ and is related to the original storage function H(x). It follows

immediately that Ḣ0 = 〈y , u〉.
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We will now show that Σex satisfies the large-time initial-state norm ob-

servability condition. As the bound on x3 for the large-time norm observability

can directly be obtained from the output y, we need to compute the bound

on
�

x1
x2

�
. If we consider the sub-system of

�
x1
x2

�
with x1 as its output (and is

equal to y1), it is a linear system with A=
�

0 −1
1 0

�
, B =
�

1
0

�
, C =
�
1 0
�

and

its input is x3
3 = y2. Thus as (A, C) is observable, the observability Gramian is

given by

Wπ(t) =

∫ t+π

t

eA⊤(s−t)C⊤CeA(s−t)ds =
π

2

�
1 0

0 1

�
,

whose inverse is simply given by W−1
π = 2

π I2 and ∥W−1
π ∥ =

2
π . Then for any

t > 0
�

x1(t)

x2(t)

�
=W−1

π

∫ t+π

t

eA⊤(s−t)C⊤
�

x1(s)−
�
H ∗
�

x3
3

0

��
(s)
�

ds,

where ∗ denotes the convolution operation and H is the convolution matrix

kernel given by H(t) = CeAt . Since ∥eAt∥= 1 for all t, it follows then that




�

x1(t)

x2(t)

�



≤
2

π
π
�
∥y1∥[t,t+π] + ∥y2∥[t,t+π]

�
≤ 4∥y∥[t,t+π].

Since by the definition of y, ∥x3∥[t,t+π] = ∥y2∥
1
3

[t,t+π]
≤ ∥y∥

1
3

[t,t+π]
, it follows

from the inequality above that

∥x(t)∥ ≤ 4∥y∥[t,t+π] + ∥y∥
1
3

[t,t+π]
.

In other words, the function γ in (2.3) is given by γ(s) = 4s+ s
1
3 .

Following similar routines, we can check that the autonomous incremen-

tal system of Σex also satisfies the large-time initial-state norm observability

condition with the function γ̄ as in assumption (A3.4). That is, we first con-

sider the linear incremental subsystem with y2 = x3
3 − x∗3

3 as the input and

y1 = x1 − x∗1 as the output which yields similar bounds, i.e.



�

x1(t)

x2(t)

�


≤ 2
�
∥y1∥[t,t+π] + ∥y2∥[t,t+π]

�
≤ 4∥y∥[t,t+π].

Accordingly, for x3, we have that x3 =
y2

x2
3
+x∗

3
2+x3 x∗

3

. For any x∗3 ̸= 0, we have

that x2
3 + x∗3

2 + x3 x∗3 ≥
3
4 x∗3

2, for all x3. Hence,

∥x(t)∥ ≤




�

x1(t)

x2(t)

�


+ ∥x3∥ ≤ 4∥y∥[t,t+π] +
4

3x∗
3

2
∥y2∥[t,t+π]

≤ 4∥y∥[t,t+π] +
4

3x∗
3

2
∥y∥[t,t+π].

In other words, the large-time initial-state norm-observability function for

the autonomous incremental system of Σex is given by γ(s) = 4s+ 4

3x∗
3

2 s2.
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Figure 3.1: Simulation results of Σex using the control approach proposed in the

Proposition 3.4 with finite countable input set Uex as in (3.5) and fixed parameters

θex = 0 and α = 0.1. It can be seen that once both the state x and the output y

enters their respective convergence ball, the control input is zero.

We can now use the results in Proposition 3.4 and Proposition 3.9 to

practically stabilize Σex around any arbitrary steady-state relation (x∗, u∗) ∈ E .

We choose the control set to be Uex given in (3.5), and the desired stability

margin to be ε = 1. Then, based on the function γ computed for the system

Σex, we get γ(δ) < 1 if δ ∈
�

0, 1
8

�
. Using the same finite countable set as

in (3.5) along with the function φ as in (3.6), we can fix θex = 0 and α = 0.1

such that the system Σex is globally practically stable with respect to Bε, with

ε= 1, as shown in the simulation results in Figure 3.1.

Furthermore, if we fix x∗ = [ 0 0 −1 ]⊤, u∗ = [ 1 0 ]⊤, and ε = 0.5. Then,

by the large-time initial-state norm-observability property of the autonomous

incremental system, we can choose δ = 0.1 to generate the finite countable

set of control actions. In this case, we can translate the previously used finite

countable set such that u∗ is among the realizable control actions, i.e. U ex :=

Uex + u∗ with Uex being the same the finite countable input as before. The

illustration of the resulting control law with the mapping φU is demonstrated

in Figure 3.2.

⋄
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Figure 3.2: Simulation results of Σex using the control approach proposed in the

Propostion 3.9 with finite countable input set U ex := Uex + u∗ with Uex given in

(3.5). Here, u∗ ∈ U ex . Once again, when the state x and the output y enter their

respective convergence ball, the control action is switched to u∗ for the rest of the

simulation.

3.2 Minimal Control Actions:

Constructions and Bounds

In the earlier sections, we have shown that a nearest action selection approach

is a powerful tool for global practical stabilization of passive nonlinear systems.

Indeed, for a given limited choice of static control inputs, assumptions (A3.1)

and (A3.3) provide us a way to check the applicability of nearest action se-

lection approach for the practical stabilization problem. If these assumptions

hold for a finite countable set U , then it is of interest to compute the smallest

number δ > 0 associated with Voronoi cell VU (u
∗), such that VU (u

∗) ⊂ Bδ(u∗).
Since our control design achieves convergence up to a ball of radius γ(δ), with

γ(·) being the output-to-state gain in large-time initial-state norm-observability

assumption, the knowledge of δ basically determines how close the trajecto-

ries can get to the desired equilibrium with our proposed controller. To obtain

such U of minimal cardinality, the following result, borrowed from [54, Corol-

lary 9.5], is of interest:

Lemma 3.12. For a finite countable set S ⊂ Rm, the minimal cardinality of

S such that int (conv (S )) ̸= ; is equal to m+ 1. ⋄
An immediate consequence is that, for practical stabilization of passive
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systems, it suffices to consider a control set U with m+2 elements (including

u∗), provided they satisfy a certain geometric configuration.

Corollary 3.13. Let the set U be such that u∗ ∈ int (conv (U )). If conv (U \ {u∗})
is an m-simplex, then U is a minimal set that satisfies (A3.3). ⋄

In the remainder of this section, we will work with two particular choices

of the set U with cardinality m+ 2 that satisfy (A3.1) or (A3.3). We give a

closed-form expression of δ for these sets in terms of the elements U . For

the sake of simplicity, we fix u∗ = 0 in these computations. The two cases we

consider are: the set U = Sreg ∪ {0}, where Sreg is defined as in (2.8) and

the set U =S 0
reg∪{0}, and S 0

reg =Sreg− bSreg
with bSreg

= λ
p

m+1−1

m
p

m+1
1. Note

that the second case is obtained by shifting the barycenter of the first case to

the origin.

In the next two lemmas, we basically compute a bound on the sets VSreg∪{0}(0)
and VS 0

reg∪{0}(0). It is noted that the results apply to the case when u∗ ̸= 0

since the set V = (Sreg ∪ {0}) + u∗ (or V = (S 0
reg ∪ {0}) + u∗) is such that

u∗ ∈ int (conv (V )) and hence it has the same bound.

Lemma 3.14. Consider Sreg as in (2.8) for some λ > 0. For the set VSreg∪{0}(0),
the smallest δ > 0 satisfying VSreg∪{0}(0) ⊂ Bδ is given by

δ =

¨
λ
2 , if m= 1,

λ
2

q
m− 1+ (2−m−

p
m+ 1)

2
, otherwise.

⋄

Proof. First, we observe that the vector x =
�
x1 . . . xm

�⊤ ∈ VSreg∪{0}(0) if

it satisfies

x i ≤
λ

2
, i = 1, . . . , m, (3.24)

1−
p

m+ 1

m
1
⊤x ≤ λ
�
1−
p

m+ 1
�2

2m
. (3.25)

Next, we observe that each of the vertices of VSreg∪{0}(0) can be obtained by

solving m equations taken from (3.24) and/or (3.25). Let V be the set of all

vertices of VSreg∪{0}(0). Then V = {λ21}
m⋃

i=1

{λ2 ṽi} with ṽi being a column vector

where the i-th element is given by 2−m−
p

m+ 1 and the other elements are

1. Therefore, the minimum value of δ for which VSreg∪{0}(0) ⊂ Bδ is given by

δm=1 =max
ṽ∈V
{∥ṽ∥}= λ

2
∥1∥= λ

2
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and

δm>1 =max
ṽ∈V
{∥ṽ∥}= λ

2
∥ṽi∥=

λ

2

Ç
m− 1+ (2−m−

p
m+ 1)

2
.

which is the desired expression.

Next, let us consider the regular m-simplex centered at the origin with

vertices S 0
reg.

Lemma 3.15. Consider Sreg as in (2.8) for some λ > 0. For the set VS 0
reg∪{0}(0),

the bound δ > 0 such that VS 0
reg∪{0}(0) ⊂ Bδ is given by δ = λm

2

Æ
m

m+1 . ⋄

Proof. Similar to the proof of Lemma 3.14, we consider the set VS 0
reg∪{0}(0) as

the solution set of system of inequalities,
�

ei −
p

m+ 1− 1

m
p

m+ 1
1

�⊤
x ≤ λ

2

m

m+ 1
, i = 1, . . . , m, (3.26)

− 1p
m+ 1

1
⊤x ≤ λ

2

m

m+ 1
. (3.27)

Since all points in S 0
reg have the same distance from the origin, we can pick all

m equations from (3.26) to obtain one of the vertices of VS 0
reg∪{0}(0), which is

v = λ
2

mp
m+1

1.

Therefore, the minimum bound on the set VS (0) is,

δ = ∥v∥= λ
2

mp
m+ 1

∥1∥

= λ
m

2

s
m

m+ 1
.

which completes the proof.

From Lemma 3.14 and Lemma 3.15, we can, in fact, construct the minimal

set corresponding to the nearest action control approach. In particular, for

given admissible reference signal u∗, output-to-state gain γ ∈K obtained by

choosing u = u∗, and a given stability margin ε > 0, we first choose δ > 0

satisfying γ (δ) ≤ ε, a rotation matrix R ∈ Rm×m, and let U be defined as

follows:

1. U :=
�
RSreg ∪ {0}
�
+ u∗ with

λ =min





2δ,

2δÇ
m− 1+
�
2−m−

p
m+ 1
�2





,

or;

2. U :=
�
RS 0

reg ∪ {0}
�
+ u∗ with λ = 2δ

m

q
m+1

m .
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Example 3.16. The finite countable set Uex in Example 3.2 can be constructed

by using U :=
�
RSreg(0)∪ {0}
�
+ u∗; by fixing α= δ and

R= −
p

2

2

�
sinθex + cosθex sinθex − cosθex

− sinθex + cosθex sinθex + cosθex

�
.

⋄

3.3 Summary

We proposed simple ways to select the control actions at each time instance

where we have shown that our proposed control laws are able to stabilize the

systems up to some desirable distance from the equilibrium. In addition, our

results provide an insight on the lower bound on the number of control elements

that guarantee practical stability. We have also provided methods to design

the finite set of control actions with minimal cardinality.
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Chapter

4
Cooperative
Multi Agent Systems

“Nothing is more fairly distributed than common sense: no one

thinks he needs more of it than he already has."

-Rene Descartes-

Contents

4.1 Distributed Nearest Action Control . . . . . . . . . . . . . . 43

4.1.1 Consensus Protocol With Finite Set of Actions . . 43

4.1.2 Distance-Based Formation With Finite Sets of Ac-
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4.2 Numerical Simulations . . . . . . . . . . . . . . . . . . . . . . 47

4.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

The consensus (rendezvous/agreement) and formation control problems

are two prototypical cooperative control problems in multi-agent systems (MAS).

For systems with continuous input space, the problems of designing control

laws to achieve consensus or to maintain a formation shape have been well-

studied in the literature, for example [55, 56, 57, 58, 59], among many others.

However, practical implementation of MAS’ control designs may have to deal

with physical constraints in the actuators, sensors and mechanisms, or with

information constraints in the communication channel. Such constraints may

be encountered due to the limitation of digital communication [60, 61] or due

to the limitation of the mechanical design of the system such as the use of

fixed set of discrete actuation systems in Ocean Grazer wave energy converter

[1, 2]. Designs, analysis, and numerical implementation of control laws for such

networked systems have also received considerable attention in the literature,

see for example [3, 21, 48, 62].

The temporal and spatial discretization of inputs, states and outputs of

networked control systems are typically done via quantization operator. There
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are three classes of quantizers that are typically used in the literature, namely,

uniform, asymmetric, and logarithmic quantizers [51]. The application and

analysis of cooperative control with quantizers have been studied, for instance,

in [3, 10, 21, 48, 51, 62, 63, 64, 65]. However, when minimality requirement is

imposed on the number of control input points or on the number of symbols in

the communication channel, the design and analysis tools using aforementioned

quantizers can no longer be used to address this problem. An example of such

case is mechanical systems with finite discrete actuation points as in [1, 2].

In Chapter 3 [66, 67], these quantization operators are considered as

nearest-action operators that map the input value to the available points in

a given discrete set U , which can have a finite or infinite number of members.

We have shown that for a generic class of m-dimensional passive systems hav-

ing proper storage function and satisfying the nonlinear large-time initial-state

norm observablility condition1, it can be practically stabilized using only m+ 2

control actions. As a comparison, using the q-ary quantizers2 [3, 4, 21],

where q input values per input dimension are defined, the stabilization of the

systems requires U whose cardinality is qm (or qm + 1 if the zero element is

not in the range of the q-ary quantizers).

In this chapter, we present the application of nearest-action control to

the cooperative control of multi-agent systems. We study the combination

of the nearest-action selection approach studied in Chapter 3 ([66, 67]) and

the standard distributed continuous control laws for multi agent-cooperation

as in [3, 48, 59]. Specifically, we study nearest-action distributed control for

consensus and distance-based formation control problems.

For this purpose, we consider a MAS represented by an undirected graph

G = (V ,E ) with N agents and M edges as described in Chapter 2.4. For the

graph G , the matrix B ∈ RN×M is the corresponding incident matrix. For every

agent i in G , it is described by

ẋ i = ui . (4.1)

with x i(t) ∈ Rm being the state and ui(t) ∈ {0, ui,1, ui,2, . . . , ui,pi
} =: Ui ⊆ Rm

being the input variables. We also define the vector of relative position between

communicating agents by z = (B⊤ ⊗ Im)x ..

We show the practical stability property of the closed-loop system where

the usual consensus and distance-based formation Lyapunov function are used

in the analysis. We present the upper bound of the practical stability of the

consensus or formation error that can be computed based on the local bound

1We refer interested readers to [41] for a reference to the notion of nonlinear norm

observability.
2In this case, binary quantizer is given by q = 2 and ternary quantizer corresponds to

q = 3.
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from each individual Ui at each agent.

4.1 Distributed Nearest Action Control

Prior to presenting the main results on distributed nearest action control for

cooperative MAS, we need the following technical lemma, which establishes

the relationship between a ball in the range of (B⊗ Im)z and a ball of the same

radius in z. It is used later to get an upperbound on the practical stability of

the consensus or formation error.

Lemma 4.1. Consider an undirected and connected graph G = (V ,E ). Let

x i ∈ Rm, i = 1, . . . , N , be the state variable of the i-th agent as in (4.1) and

define z = (B⊤ ⊗ Im)x ∈ RMm. If both (B ⊗ Im)z ∈ BNm
δ

and z ∈ Im(B⊤ ⊗ Im)

hold then z ∈ BMm
δ

. ⋄

Proof. Firstly, by defining the space

Ω := Ker(B ⊗ Im)⊕
�
Im(B⊤ ⊗ Im)∩BMm

δ

�
,

if z ∈ Ω then (B ⊗ Im)z ∈ Im(B ⊗ Im) ∩ BNm
m∥B∥δ (which is a superset ball that

contains BNm
δ

). Since z = (B⊤⊗ Im)x , it necessarily holds that z ∈ Im(B⊤⊗ Im).

Combining this with z ∈ Ω, ∥(B ⊗ Im)z∥ ≤ δ implies that z ∈ Ω∩ Im(B⊤ ⊗ Im).

Since the non-zero elements of B are either 1 or −1 and since the graph is

connected, it follows that for all z ∈ Ω∩ Im(B⊤ ⊗ Im), we have

∥z∥ ≤ ∥(B ⊗ Im)z∥ ≤ m∥B∥δ.

Hence, for all z ∈ Ω∩ Im(B⊤⊗ Im), if ∥(B⊗ Im)z∥ ≤ δ then ∥z∥ ≤ δ. Moreover,

by definition, Ker(B)∩ Im(B⊤) = ;, so that

z ∈
�
Ker(B ⊗ Im)∩ Im(B⊤ ⊗ Im)

�
⊕
�
Im(B⊤ ⊗ Im)∩BMm

δ

�

= Im(B⊤ ⊗ Im)∩BMm
δ

We can now conclude that if both ∥(B ⊗ Im)z∥ ≤ δ and z ∈ Im(B⊤ ⊗ Im), then

∥z∥ ≤ δ.

4.1.1 Consensus Protocol With Finite Set of Actions

In this subsection, we propose a nearest-action input-quantization approach for

solving the practical consensus problem. In this case, every agent i ∈ {1, . . . , n}
is given by a single-integrator dynamics (4.1) and its control input takes value

from a set of finite points Ui := {0, ui,1, ui,2, . . . , ui,pi
} satisfying (A3.1) along

with their respective quantity δi satisfying (3.3). For this problem, we propose

a nearest-action controller for consensus problem by assigning ui = φUi
(−(L⊗
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Im)x) with φUi
as in (3.6). The corresponding closed-loop system can be

written as

ẋ = Φ(−(L ⊗ Im)x) (4.2)

where Φ is understood agent-wise, i.e.

Φ(η) =
�
φU1
(η1)

⊤, · · · , φUn
(ηn)

⊤�⊤ . (4.3)

In the relative position coordinate, (4.2) can be rewritten as

ż = (B⊤ ⊗ Im)Φ(−(B ⊗ Im)z). (4.4)

The stability of (4.4) is shown in the following proposition.

Proposition 4.2. For given sets of finite control points

Ui := {0, ui,1, ui,2, . . . , ui,pi
}, i = 1, . . . , N ,

satisfying (A3.1) along with their respective Voronoi cell upper bound δi sat-

isfying (3.3), consider the closed-loop MAS in (4.4), where Φ is as in (4.3).

Then for any initial condition z(0) = z0,

z(t)→ Bδ as t →∞

where δ =
N∑

i=1

δi. ⋄

Proof. As pursued in Chapter 3, since Φ is a non-smooth mapping, we can

embed the differential equation (4.4) into a regularized differential inclusion

given by

ż ∈ (B⊤ ⊗ Im)K (Φ(−(B ⊗ Im)z)). (4.5)

Using the usual consensus Lyapunov function V (z) = 1
2z⊤z, it follows that

V̇ (z) ∈ 〈(B ⊗ Im)z,K (Φ(−(B ⊗ Im)z))〉

=

n∑

i=1

〈(bi ⊗ Im)z,K (φi(−(bi ⊗ Im)z))〉

=

n∑

i=1

〈(bi ⊗ Im)z, conv(W c
i )〉,

where bi is the i-th row vector of the incidence matrix B and W c
i

:= φi(−(bi⊗
Im)z). Following Lemma 3.3, it follows that for every i ∈ {1, . . . , N}, we have

that

• if 0 ̸∈W c
i
, then

〈(bi ⊗ Im)z, conv(W c
i )〉 ⊂ [−∥umax

i ∥∥(bi ⊗ Im)z∥,−0.5∥umin
i ∥2]

where ∥umax
i
∥= max

wi∈W c
i

∥wi∥ and ∥umin
i
∥= min

wi∈W c
i

∥wi∥; or else

• if 0=W c
i
, then

〈(bi ⊗ Im)z, conv(W c
i )〉= {0}.
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Hence, for any given time t ≥ 0, whenever −(bi ⊗ Im)z(t) /∈ int(VUi
(0)) for

some i, we have V̇ (z(t)) < 0, i.e., the Lyapunov function V (z(t)) is strictly

decreasing. Otherwise V̇ (z(t)) = 0. This implies that all Krasovskii solutions

of (4.4) converge to the invariant set Ψ = {z| − (bi ⊗ Im)z ∈ int(VUi
(0)), ∀i}.

In the set Ψ, for each i = 1, . . . , N , it must be that ∥(bi ⊗ Im)z∥ ≤ δi. Thus

∥(B ⊗ Im)z∥ ≤
n∑

i=1

∥(bi ⊗ Im)z∥ ≤
n∑

i=1

δi = δ.

By using Lemma 4.1 and since ∥(B ⊗ Im)z∥ ≤ δ and z = (B⊤ ⊗ Im)x , we

can conclude that ∥z∥ ≤ δ.
It has been shown above that the relative position coordinate z converges to

a ball with size relative to the finite countable sets of actions of all agents and

the network topology. Consequently, all agents represented by position x i , i =

1, . . . , N are said to reach consensus in the neighborhood of the consensus

manifold E described in Chapter 2.4.1.

4.1.2 Distance-Based Formation With Finite Sets of Actions

Consider a set of n agents governed by the single integrator dynamics, where

each agent can take value only from a given set of finite countable points Ui as

in subsection 4.1.1. Given a desired distance vector d =
�
d1 · · · dM

�⊤
rep-

resenting desired distance constraints that define the desired formation shape,

where for each k = 1, . . . , M , dk = di j is the desired distance between the ith

and jth agent in the formation. For this problem, we propose the nearest-

action distance-based control law u = Φ(−(B ⊗ Im)Dze) with Φ be as in (4.3),

Dz and e be as described in Chapter 2.4.2. In this case, the closed-loop system

represented by (2.13) and (2.14) becomes

ż = (B⊤ ⊗ Im)Φ(−(B ⊗ Im)Dze) (4.6)

ė = D⊤z (B
⊤ ⊗ Im)Φ(−(B ⊗ Im)Dze). (4.7)

The stability of above system is analyzed in the following proposition.

Proposition 4.3. For given sets of finite control points

Ui := {0, ui,1, ui,2, . . . , ui,pi
}, i = 1, . . . , N ,

satisfying (A3.1) along with their respective Voronoi cell upper bound δi sat-

isfying (3.3), consider the closed-loop MAS (4.6) and (4.7) where Φ is as in

(4.3). Assume that the formation graph is infinitesimally rigid. Then for any

initial condition (z(0), e(0)) in the neighborhood of the desired formation shape,

there exists δ̄ > 0 such that ż(t)→ 0, ė(t)→ 0 and e(t)→ Bδ̄. ⋄

Proof. Similar to the proof of Proposition 4.2, since Φ is a non-smooth map-
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ping, we consider instead the regularized differential inclusion of the closed-loop

systems given by

ż ∈ (B⊤ ⊗ Im)K (Φ(−(B ⊗ Im)Dze)) (4.8)

ė ∈ D⊤z (B
⊤ ⊗ Im)K (Φ(−(B ⊗ Im)Dze)). (4.9)

Using the usual distance-based formation Lyapunov function J(e) = 1
4〈e, e〉,

it follows that

J̇(e) = 〈e, D⊤z (B
⊤ ⊗ Im)Φ(−(B ⊗ Im)Dze)〉

= 〈(B ⊗ Im)Dze,Φ(−(B ⊗ Im)Dze)〉
∈
¬
(B ⊗ Im)Dze,K (Φ(−(B ⊗ Im)Dze))

¶

=

n∑

i=1

¬
(bi ⊗ Im)Dze, conv(W

f

i
)
¶
,

where W
f

i
:= φi(−(bi ⊗ Im)Dze). Following similar computation as before, for

every i ∈ {1, . . . , N}, we have that

• if 0 ̸∈W
f

i
, then

〈(bi ⊗ Im)Dze, conv(W
f

i
)〉 ⊂
�
−∥umax

i ∥∥(bi ⊗ Im)Dze∥,−0.5∥umin
i ∥2
�

where ∥umax
i
∥= max

wi∈W f

i

∥wi∥ and ∥umin
i
∥= min

wi∈W f

i

∥wi∥; else

• if {0}=W
f

i
, then

〈(bi ⊗ Im)Dze, conv(W
f

i
)〉= {0}.

Hence, at any given time t ≥ 0, whenever −(bi ⊗ Im)Dze /∈ int(VUi
(0))

for some i, we can conclude that the Lyapunov function J(e(t)) is strictly

decreasing. Otherwise J̇(e(t)) = 0. By the radially unboundedness of J(e),

this means that as t →∞, the error function e converges to a ball Bce
for

some ce > 0. Moreover, since ∥z∥ can be written as a continuous function of

e, namely ∥z∥ =
√√√ M∑

k=1

|ek + d2
k
|, we also have that z ∈ Bcz

for some cz > 0.

The boundedness of e and z implies that all Krasovskii solutions of the system

(4.8) and (4.9) converge to the invariant set

Ψ = {(z, e)| − (bi ⊗ Im)Dze ∈ int(VUi
(0)), ∀i}

where the state (z, e) remains stationary.

For the rest of the proof, we analyze the bound of e in the invariant set Ψ

so that we can obtain the ball size around the origin where the formation error

state e converges to. By the definition of Ψ above, it follows that

∥(bi ⊗ Im)Dze∥ ≤ δi ,
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holds for all e ∈ Ψ and for all i = 1, . . . , n. Hence we have that

∥(B ⊗ Im)Dze∥ ≤
n∑

i=1

∥(bi ⊗ Im)Dze∥

≤
n∑

i=1

δi =: δ.

Using the same argumentation as in the proof of Proposition 4.2, we can

conclude using Lemma 4.1 that both ∥(B⊗ Im)Dze∥ ≤ δ and Dze ∈ Im(B⊤⊗ Im)

imply that ∥Dze∥ ≤ δ. Note that

∥Dze∥=
q

e⊤D⊤z Dze =
Æ

e⊤Dz̃e, (4.10)

where z̃ = [ ∥z1∥2 ··· ∥zM∥2 ]
⊤. We will now establish the local practical stability

of the closed-loop systems for the error state e. Using the radially unbounded

function J(e(t)) which is non-increasing as a function of t, ∥e(t)∥ ≤ ∥e(0)∥
for all t ≥ 0. Let us initialize the agents in the neighborhood of the desired

formation shape, so that ∥e(0)∥<min{d2
i
}= c1. Thus, in this case,

∥z(t)∥2 =
M∑

k=1

|ek(t) + d2
k
| ≥

M∑

k=1

(d2
k
− c1) = c2

2 > 0,

for all t ≥ 0 and for some c2 > 0. Combining this with (4.10), we get ∥Dze∥=p
e⊤Dz̃e ≥ c2∥e∥. Hence we can conclude that in the invariant set Ψ, we have

∥e∥ ≤ 1
c2
∥Dze∥ ≤ δ

c2
.

4.2 Numerical Simulations

In this section, we provide numerical analysis to the proposed cooperative

nearest-action control of multi-agent systems, for both the consensus prob-

lem, as well as, the formation control problem.

For the numerical analysis, we perform Monte-Carlo simulations with 1000

samples of simulation with the following simulation setup:

1. for each simulation, the number of agents are generated randomly be-

tween 3 to 7 agents;

2. the agents are initialized in equidistant circular positions with prescribed

rigid communication networks and then placed on the 2-dimensional Eu-

clidean space with additional random numbers to the initial coordinates;

3. each agent can only realize motion in three distinct directions in the

direction of the vertices of an equilateral triangle with fixed length or

stay at their current position. The set of actions realizable by each
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agent is described by

Ui = δi

�
cos(θi) − sin(θi)

sin(θi) cos(θi)

�n�
0
0

�
,
�

sin(0)
cos(0)

�
,
h

sin( 2π
3 )

cos( 2π
3 )

i
,
h

sin( 4π
3 )

cos( 4π
3 )

io

where δi is the smallest upper-bound of Voronoi cell satisfying Lemma 3.1

for each agent i = 1, . . . , N as in Example 3.2 and θi is the randomized

rotation angle within the interval [0,2π);

4. for each simulation, the corresponding δi of each agent is chosen ran-

domly so that
∑

i δi = 1, i.e. the maximum error bound is 1; and

5. the results are processed to obtain the 95% confidence interval statistics

for the error vectors, which is the vector z for the consensus problem and

the vector e for the formation control problem. We also analyze their

minimum and maximum trajectories.

Using the above simulation setup, the results are summarized and presented

in Figures 4.1–4.4. The motion animation of both cases can be seen in the

following video https://s.id/MAS-NNC. It can be seen from Figure 4.1 that

by using the nearest-action consensus control as proposed in Proposition 4.2,

the agents reach practical consensus as expected. Furthermore, Fig. 4.2 shows

that in the steady-state, the norm of the error vector z is always below 1 for

all samples, which confirms the theoretical result in Proposition 4.2.

Similar to the consensus case, the nearest-action distance-based formation

control as proposed in Proposition 4.3 also performs as expected. In the for-

mation control case, the desired distances between communicating agents are

set so that the positions of all agents are on a circle with the radius of 1.

To show the behaviour of the closed-loop systems using the proposed nearest-

action distributed control, a simulation result of a multi-agent system with four

agents (taken from the 1000 random simulations) is shown in Fig. 4.3. In this

plot, all agents converge close to the desired formation shape. The statistical

plot of Monte Carlo simulations as given in Fig. 4.4 shows that the norm of

the formation error vector converges to a ball that is smaller than the upper

bound as computed in Proposition 4.3. This means that all agents converge

close to desired formation shape for all simulations.

Notably, we can observe from the statistical plots in Fig. 4.2 and Fig. 4.4

that there should be much tighter bounds to the practical stability results as

the bounds obtained from the Monte Carlo simulations is significantly below

of the computed bound from Propositions 4.2 and 4.3.
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4.2 Numerical Simulations

Figure 4.1: An example of consensus mechanism of a system with seven agents

communicating over a rigid network where series of actions are chosen by

means of nearest-action consensus protocol. This example is taken from one

of the 1000 random simulations.

Figure 4.2: Statistics of the norm of consensus error function z with 95%

confidence interval (blue area) and 100% data (red area).
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Figure 4.3: An example of agent trajectories for nearest-action formation con-

trol taken from the 1000 random simulations.

Figure 4.4: Statistics of the norm of formation error function e with 95%

confidence interval (blue area) and 100% data (red area).
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4.3 Summary

In this chapter, we proposed a nearest-action-based input-quantization proce-

dure for multi agent coordination, namely consensus and distance-based for-

mation control problems where agents can only realize finite countable set of

control points. We have provided rigorous analysis for our proposal. Monte

Carlo numerical simulations are presented that confirm the practical stability

analysis of both consensus and formation control problems.
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Chapter

5
Exponential Stability of
LTI Systems with Nearest
Action Control

“The knowledge of anything, since all things have causes, is not

acquired or complete unless it is known by its causes"

-Ibn Sina-
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In order to practically stabilize a system where only some finite countable

actions can be actuated for each time instance, we have proposed a nearest

action control (NAC) approach in Chapter 3 for a single agent and in Chapter 4

([68]) for multi-agent systems. It has been shown that for a given finite count-

able input set U satisfying some mild conditions, it is possible to render the

closed-loop system practically stable by means of NAC. The ball, to which the

state trajectories converge to, depends on the constellation of some elements

in U . Particularly, when the cardinality of U is minimal1, the closed-loop

1By minimality, we mean the smallest number of elements of U that can be used to
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system suffers in terms of control performance, e.g. linear convergence rate as

confirmed by numerical results in [66, 68].

In literature, the quantized control systems [22, 69, 70, 71] have been

well-studied, which can be considered as the aforementioned NAC problem

with an infinite countable input set. In these works, the countable input set is

obtained via quantization of the input space using either uniform or logarithmic

quantizer applied to each input dimension. In this case, the countable input

set is given by a grid of (uniform or logarithmic) quantization points and it is

assumed that the inputs can be independently actuated. For such quantized

control systems, it has been shown that the closed-loop systems can achieve

exponential (practical) stability [22, 69, 70, 71]. However, when we consider

binary or ternary control systems as studied in [3, 4, 21],which leads to a finite

countable input set defined on a regular grid, the exponential convergence

property is no longer achieved, consistent with the findings in [66, 68].

Motivated by the exponential convergence analysis in the aforementioned

works on quantized control systems, we study in this chapter the design and

analysis of NAC systems with an infinite countable input set defined on an

irregular grid. Specifically, the infinite countable input set is designed based on

an admissible minimal U that is extended to all input space using either uniform

or logarithmic distribution. We establish the exponential stability property of

the closed-loop systems using the notion of input-to-state practical stability

(ISpS).

For analyzing the performance of quantized control systems, the notion of

input-to-state stability (ISS) is suitable and has been used in literature [20, 23].

The ISS notion has been developed and used extensively over the past decades

to establish the absolute stability and robustness of nonlinear feedback control

systems. Some of recent results and applications are [37, 72, 73, 74, 75, 76,

77, 78], among many others. It is also used to establish practical stability

of nonlinear systems, as studied in [79, 80, 81, 82]. For the particular case

relevant to the this paper, it has been shown in the tutorial paper [23] that

under some mild conditions on the linear time invariant (LTI) systems, apply-

ing uniform quantizer in the feedback loop renders the system exponentially

practically stable. In this chapter we use similar approach as used in [23] to

establish the practical exponential stability of the NAC systems with an infinite

countable set.

practically stabilized the systems using the nearest action control approach.
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5.1 ISS & practical stability with Weak Sector Condi-

tion for MIMO LTI Systems

In this chapter, we consider the Lur’e type feedback system Σlin represented

by a differential inclusion (2.15) along with its transfer function and the notion

of input-to-state practical stablility (ISpS) defined around (2.16) as described

in Chapter 2.6.

Although the ISS property of MIMO linear system (2.15) was established in

[23, 37], the stability property requires a strong condition on the sector bound,

namely 〈k1 y − v, k2 y − v〉 ≤ 0, ∀v ∈ Ψ(y), ∀y ∈ Rm for some scalars k1 < k2.

In this chapter, we use the more familiar yet weaker version of the sector

condition than before, that is k1∥y∥2 ≤ 〈v, y〉 ≤ k2∥y∥2, ∀v ∈ Ψ(y), ∀y ∈ Rm

for some scalars k1 < k2. One can immediately verify that the former condition

implies the latter but not vice versa. Indeed, by multiplying the former sector

condition with ∥y∥2 and since, by definition, we have 〈v, y〉2 ≤ ∥v∥2∥y∥2, it

follows that

0≥ ∥y∥2 〈k1 y − v, k2 y − v〉+ 〈v, y〉2 − ∥v∥2∥y∥2

= k1k2∥y∥4 − (k1 + k2)〈v, y〉∥y∥2〈v, y〉2

= 〈k1 y − v, y〉〈k2 y − v, y〉.
Since k1 < k2, it must be that 〈k1 y − v, y〉 ≤ 0 and 〈k2 y − v, y〉 ≥ 0 which

directly implies k1∥y∥2 ≤ 〈v, y〉 ≤ k2∥y∥2. For the converse, we can easily find

an example where the latter sector condition does not imply the former. For

example, by taking k1 = 1, k2 = 2, y =
�

0
2

�
, and v =
�

1
2

�
, it can be verified

easily that the latter sector condition holds but the former does not.

Remark 5.1. It is useful to note that the sector condition

k1∥y∥2 ≤ 〈v, y〉 ≤ k2∥y∥2, ∀v ∈ Ψ(y), y ∈ Rm,

for some scalars k1 < k2 implies



v −
k1 + k2

2
y





≤
k2 − k1

2c
∥y∥ (5.1)

where c ∈ (0,1] if v ̸= k1+k2

2 y or ∥v − k1+k2

2 y∥= 0, otherwise. ⋄
The adaptation of the ISpS property of (2.15) in Theorem 2.9 with weak

sector condition on Ψ is stated in the following theorem.

Theorem 5.2. Consider the system Σlin in (2.15). Suppose that the pair (A, B)

is controllable and (A, C) is observable. For the mapping Ψ, assume that there

exist scalars k1 < k2 such that for all v ∈ Ψ(y) and for all y ∈ Rm, it holds that

k1∥y∥2 ≤ 〈v, y〉 ≤ k2∥y∥2. In addition, assume that G(I + k1G)−1 ∈ H∞ and

that (I +k2G)(I + k1G)−1 is strictly positive real. Then every maximal solution
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forward complete and there exist positive constants c1, c2, and ϵ such that, for

all x(0) ∈ Rn, every solution x satisfies

∥x(t)∥ ≤ c1e−ϵt∥x(0)∥+ c2∥∆[0,t]∥∞, ∀t ∈ R>0. (5.2)

⋄
The proof, again, follows directly from the proof of [23, Theorem 3.4]. The

only difference is the part where we use Remark 5.1 instead of [23, Remark 3.1]

in obtaining the result.

Correspondingly, throughout the rest of this chapter, we assume the fol-

lowing condition.

(A5.0) For the system Σlin in (2.15), the pair (A, B) is controllable and (A, C) is

observable.

(A5.1) For the system Σlin in (2.15) and the set-valued map Ψ, there exist

scalars k1 < k2 such that

k1∥y∥2 ≤ 〈v, y〉 ≤ k2∥y∥2, ∀v ∈ Ψ(y), ∀y ∈ Rm; (5.3)

G(I + k1G)−1 ∈ H∞ and that (I+k2G)(I + k1G)−1 is strictly positive real.

Let ω be the minimum upper bound such that c2∥∆(t)∥∞ ≤ ω. For the

rest of this chapter, we say that the system (2.15) is globally practically stable

with respect to ball Bω (ω-GPS) if (2.15) is ISpS with bias ω, i.e. the global

solution of x satisfies

∥x(t)∥ ≤ c1e−ϵt∥x(0)∥+ω, ∀t ∈ R>0.

If, in addition, the solution of (2.15) decays exponentially towards Bω, we

say that (2.15) is globally exponentially practically stable with respect to ball

Bω (ω-GEPS). Correspondingly, the system (2.15) is globally asymptotically

stable (GAS) if it is 0-GPS and it is globally exponentially stable (GES) if it is

0-GEPS.

5.2 Nearest Action Control Revisited

In Chapter 3, it has been shown that for a general class of passive nonlinear sys-

tems with proper storage function, large-time initial-state norm-observability

assumption, and a given limited control actions U , the system can be prac-

tically stabilized by using the feedback law u = φU (−y). Note that for linear

systems, the large-time norm-observability notion in nonlinear systems is equiv-

alent to the usual observability notion for linear systems [83, Remark 4]. For

the linear MIMO system, the unity output-feedback practical stabilization re-

sult can be expressed into the following proposition.
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Proposition 5.3. Consider the system Σlin in (2.15) with ∆ ≡ 0 satisfying

(A5.0) with G(s) being strictly positive real, and a given finite set U satisfying

(A3.1) so that (3.2) holds for some δ > 0. Let φU be as defined in (3.6). Let

γ : R≥0→ R≥0 be defined as,2

γ(δ) := δ ∥(Wτ(t))−1∥
∫ t+τ

t

∥eA⊤(s−t)C⊤∥ds, (5.4)

where Wτ(t) =
∫ t+τ

t
eA⊤(s−t)C⊤CeA(s−t) ds, and suppose that for a given ω> 0,

it holds that γ(δ) ≤ ω. Then, the closed-loop system with u = φ(−y) is

ω-GEPS. ⋄

To prove the above proposition using Theorem 5.2, we need to find suitable

constants k1 and k2 that satisfy the weak sector condition (5.3) with Ψ(y)

be replaced by −φU (−y) for all y ∈ Rm. By Lemmas 3.1 and 3.3, for all

y ∈ Rm \Bδ and for all w ∈ −φU (−y), we have w ̸= 0 and 1
2∥w∥2 ≤ 〈w, y〉 ≤

∥w∥·∥y∥. The last inequality can be written as k1∥y∥2 ≤ 〈w, y〉 ≤ k2∥y∥2 with

k1 = inf
w∈−φU (−y)

y∈Rm\Bδ

∥w∥2

2∥y∥2
and k2 = sup

w∈−φU (−y)
y∈Rm\Bδ

∥w∥
∥y∥ .

Then, we can conclude that the weak sector condition (5.3) is satisfied outside

the ball Bδ with Φ(y) be replaced by −φU (−y) for all y ∈ Rm \Bδ. We also

note that since the transfer function G is already strictly positive real, it follows

that the assumption (A5.1) is satisfied outside the ball Bδ.

In order to apply Theorem 5.2, we write the nearest action map φU as a

linear combination of a mapping ΨU (y) that satisfies the weak sector condition

everywhere and an output-dependent disturbance term ∆U (y) given by

ΨU (y) :=

¨
−φU (−y), y ∈ Rm \ VU (0),
k2+k1

2 y, otherwise.
(5.5)

and ∆U (y) := φU (−y)+ΨU (y), respectively. It follows that the mapping ΨU

in (5.5) satisfies assumption (A5.1) everywhere. Futhermore, by definition, for

all d ∈∆U , we have that ∥d∥ ≤ δ. Observe that the closed-loop of the linear

system in Σlin with u = φU (y) is equivalent to Σlin with ∆ replaced by ∆U

and Ψ replaced by ΨU . Finally, by direct application of Theorem 5.2 and since

γ(δ)≤ ε, we have that Σlin with u= φU (−y) =∆U (y)−ΨU (y) is ISpS with

bias ε.

2The function γ as described in (5.4) is a natural consequence of the standard observability

assumption for LTI systems. Interested readers may consult on [66, Remark 1] for reference.
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5.2.1 Nearest Action Control with Uniform and Logarithmic Points

Extension

In this chapter, we are interested in the output feedback stabilization of the

system Σlin in (2.15). In Chapter 3, the nearest action control approach is

presented where the input u can only take values from a finite countable set U .

As remarked above, in the standard multi-valued quantizers, the quantization

takes place in each dimension of the input space leading to a regular grid of

infinite countable input set U .

Instead of considering the regular grid obtained through element-wise quan-

tization as before, we consider in this chapter the extension of minimal U
studied in Chapter 3 ([66]) to an infinite countable input set defined on the

whole input space Rm. It is constructed by enlarging U using each element

ui ∈U as the vector to which infinitely new elements are generated uniformly

or logarithmically. Without loss of generality, for the rest of this chapter, let

us consider instead a finite countable set

U := {u1, . . . , up ∈ Rm : ∥ui∥= 1}
and U
⋃
{0} satisfies (A3.1).

(5.6)

Note that here we explicitly remove the zero (0) element from the set U used

in Section 5.2. More formally, the uniformly-extended infinite countable set

U ext
u is given by

U ext,λ
u := {kλu | k ∈ Z≥0, u ∈U }, (5.7)

where λ > 0 is the desired uniform step size. Similarly, the logarithmically-

extended infinite countable set U ext

l
is given by

U ext,λ
l

:= {0}
⋃
{λku | k ∈ Z, u ∈U } (5.8)

where λ > 1 is the desired geometric step size.

Remark 5.4. The use of unit vectors ui in this extended set is to simplify the

presentation of our main results and they are related to the characterization

of the convergence ball. In general, we can consider any vectors of any length

in the minimal countable set U to represent directions. Furthermore, if there

exists at least one vector u ∈ U with ∥u∥ ̸= 1, these vectors can be obtained

by choosing a suitable step size λ in U ext,λ
u or U ext,λ

l
. ⋄

By the definition of the nearest action map φU in (3.6), it is easy to see

that for the uniformly distributed points, for all z ∈ Rm, the nearest action

mapping can be decomposed into

φ
U ext,λ

u
(z) = φU (z)Q

λ
u (〈z,φU (z)〉) , (5.9)

with Qλu be the symmetric uniform quantizer in (2.19). While the standard
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uniform quantizer Qλu defined in (2.19) obeys the nearest-action rule, the stan-

dard logarithmic quantizer Qλ
l

defined in (2.20) does not. Instead, in the

case of (2.20), only the quantized exponent obeys the nearest-action rule,

i.e. −1
2 ≤ logλ |η| −
�

1
2 + logλ |η|
�
≤ 1

2 . The logarithmic quantizer (2.20) is

therefore not suitable for the decomposition of φ
U ext,λ

l

.

In order for the logarithmic quantizer to satisfy the nearest action rule, for

any scalar η ∈ R>0 that is mapped to λk, k ∈ Z, λ ∈ R>1, it must be that

λk−1 +λk

2
≤ η ≤ λ

k +λk+1

2
.

By inspecting the upper and lower bound of above inequality, we have that

η ≤ λ
k +λk+1

2
⇔ λk ≥ 2η

λ+ 1
⇔ k ≥ logλ

�
2η

λ+ 1

�
,

and

η ≥ λ
k−1 +λk

2
⇔ λk ≤ 2λη

λ+ 1
⇔ k ≤ logλ

�
2λη

λ+ 1

�
,

respectively. Using the above relationships and considering also the negative

part of the input variable, we define the symmetric logarithmic quantizer Qλ
sl

:

R→ R as

Qλ
sl
(η) =

(
0, η = 0

sign(η)λ

�
logλ

�
2λ|η|
λ+1

��
, η ̸= 0.

(5.10)

By using Qλ
sl
, for all z ∈ Rm, we can decompose φ

U ext,λ
l

into

φ
U ext,λ

l

(z) = φU (z)Q
λ
sl
(〈z,φU (z)〉) . (5.11)

Illustrations of the nearest action region obtained using the nearest ac-

tion map φ
U ext,λ

u
in (5.9) or φ

U ext,λ
l

in (5.11) is shown in Fig. 5.1. For the

logarithmically-extended infinite countable set U ext,λ
l

, it can be seen from

Fig. 5.1(b) that the separating lines perpendicular to the direction of each

ui ∈U (in blue) are equidistant to two black dots. Hence the name symmet-

ric for (5.10).

5.3 Absolute Stability Analysis of The Nearest Action

Control

In this section, we present our main result on the output-feedback practical

stabilization of the system Σlin described in (2.15) using the directional nearest-

action feedback control law u= φU (−y) with φU be as in (3.6).

The set of realizable input considered in this section is the extended (pos-

sibly infinite) countable sets U ext described in Section 5.2.1 along with their
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(a)

(b)

Figure 5.1: Illustration of the nearest action region of the (possibly infinite)

realizable actions (represented by the black dots) set distributed (a) uniformly

(as in (5.7)) or (b) logarithmically (as in (5.8)) along limited directions (blue

arrows) in 2-dimensional input-output space. Here, the central coordinate is

0 (zero action). The region around each action (black dot) enclosed by the

red lines represents the Voronoi cell of the respective action, i.e. all points in

the enclosed area are mapped to their respective black dots by means of the

nearest action map φU ext .

respective decomposable nearest action maps and scalar quantizers. In the

general setting, we consider the extended set U ext to be

U ext := {qui | ui ∈U , q ∈Q} (5.12)

where U is defined in (5.6) and {0, q1, q2, . . . } =: Q ⊂ R≥0 with 0 < q1 <

q2 < . . . is a (possibly infinite) countable set containing non-negative scaling

factors. Using the set Q, we define a generic non-negative nearest action

scalar quantizer Q : R≥0→Q as follows

Q(η) = φQ(η) := arg min
q∈Q
{∥q−η∥} (5.13)
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where η ∈ R≥0.

Note that the quantizer Q in (5.13) can be in any form of quantizer obeying

the nearest action rule such as the symmetric uniform quantizer Qλu in (2.19).

Using (5.13), for all z ∈ Rm, the nearest action map φU ext as in (3.6) (with

U be replaced by U ext) can be decomposed into

φU ext(z) = φU (z)Q(〈z,φU (z)〉). (5.14)

Then the following lemma for the setting in (5.12), (5.13), and (5.14) is true.

Lemma 5.5. If for all η ∈ [1
2q1,∞), there exists κ1,κ2 ∈ R>0 with κ1 < κ2 so

that the scalar quantizer Q satisfies the sector bound

κ1η
2 ≤ ηQ(η)≤ κ2η

2, (5.15)

then for all z ∈ Rn and n ∈ N satisfying 〈z,φU (z)〉 ≥ 1
2q1, the following in-

equality holds for some α ∈ (0, 1],

ακ1∥z∥2 ≤ 〈z,φU ext(z)〉 ≤ κ2∥z∥2. (5.16)

⋄

Proof. We first note that the nearest action map φU ext(z) is exactly the direc-

tion pointed by the mapping φU (z) multiplied by the positive scalar obtained

from quantizing the scalar projection of z in the same direction using the scalar

quantizer Q. We also note that since for all u ∈U , ∥u∥ = 1, by the definition

of φU we have that 1
2 ≤ 〈z,φU (z)〉 ≤ ∥z∥. This means that there exists a

lower bound α ∈ (0,1] so that the following holds for all z ∈ Rn

α∥z∥ ≤ 〈z,φU (z)〉 ≤ ∥z∥. (5.17)

By taking the upper bound in (5.15), the decomposed nearest action map

(5.14), and using the inequality (5.17), it follows that for all z ∈ Rn satisfying

〈z,φU (z)〉 ≥ 1
2q1 we have

〈z,φU ext(z)〉= 〈z,φU (z)Q (〈z,φU (z)〉)〉
= 〈z,φU (z)〉Q (〈z,φU (z)〉)≤ κ2〈z,φU (z)〉2 ≤ κ2∥z∥2.

Similarly, for the lower bound in (5.15) we have that

〈z,φU ext(z)〉= 〈z,φU (z)〉Q (〈z,φU (z)〉)≥ κ1〈z,φU (z)〉2 ≥ ακ1∥z∥2.

Therefore, the inequality (5.16) holds.

Using the weak sector bound result on φU ext stated in Lemma 5.5, we can

then analyze the stability property of the system Σlin described by (2.15) using

the notion of ISpS as presented in the following proposition.

Proposition 5.6. Consider the system Σlin in (2.15) satisfying (A5.0) and a

discrete set U ext as in (5.12) constructed from a finite countable set of unit

vectors U that together with {0} satisfies (A3.1) so that (3.2) holds for some
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δ > 0. Let φU ext be as in (5.14). Suppose that φU ext satisfies (5.16) for some

α ∈ (0, 1] and 0 < κ1 < κ2. In addition, assume that G(I +ακ1G)−1 ∈ H∞

and that (I + κ2G)(I +ακ1G)−1 is strictly positive real. Then the closed-loop

system with u= φU ext(−y) is ω-GEPS with ω = c2δq1 for some c2 > 0. ⋄

Proof. We first note that since by the definition of φU ext in (5.14) and ac-

cording to Lemma 3.1, for the set U ext we have that VU ext ⊆ Bδq1
. In order to

successfully apply Theorem 1, and since φU ext satisfies assumption (A5.1) only

outside the ball Bδq1
, we define ΨU ext as in (5.5) with U replaced by U ext,

k1 = ακ1, and k2 = κ2, so that the sector condition is satisfied everywhere by

means of ΨU ext . Following the proof of Proposition 5.3, we can apply the result

in Theorem 5.2 to conclude that the system Σlin is ω-GEPS with ω = c2δq1

for some c2 > 0.

5.3.1 Practical Stabilization with Uniformly-Extended Actions

Lemma 5.7. Let Qλu : R→ R be the uniform quantizer defined in (2.19) along

with a given desired stepsize λ > 0. For all σ > 0 such that λ2 ≤ σ, it holds

that �
1− λ

2σ

�
η2 ≤ ηQλu(η)≤

�
1+

λ

2σ

�
η2, (5.18)

for all η ≥ σ. ⋄

Proof. By the definition of Qλu(η) in (2.19), the difference between η and

Qλu(η) satisfies

−λ
2
≤ η−Qλu(η)≤

λ

2
.

Taking the upper bound of above inequality, it follows that

η−Qλu(η)≤
λ

2
⇔ Qλu(η)≥ η−

λ

2
=

�
1− λ

2η

�
η

≥
�

1− λ
2σ

�
η.

Similarly, using the lower bound −λ2 ≤ η−Qλu(η), it follows that

η−Qλu(η)≥ −
λ

2
⇔ Qλu(η)≤ η+

λ

2
=

�
1+

λ

2η

�
η

≤
�

1+
λ

2σ

�
η.

Finally, by combining the upper and lower bounds of Qλu(η) and multiplying all

sides of the combined inequality by η we have the inequality (5.18).

62



5

5.3 Absolute Stability Analysis of The Nearest Action Control

Proposition 5.8. Consider the system Σlin described by (2.15) satisfying (A5.0)

and a discrete set U ext,λ
u as in (5.7) constructed from a finite countable set of

unit vectors U that together with {0} satisfies (A3.1) so that (3.2) holds for

some δ > 0. Let φ
U ext,λ

u
and Qλu be as in (5.9) and (2.19), respectively, along

with a given desired stepsize λ > 0. Suppose that φ
U ext,λ

u
satisfies (5.16) for

some α ∈ (0,1], κ1 =
�
1− 1

2δ

�
, and κ2 =
�
1+ 1

2δ

�
. In addition, assume that

G(I +ακ1G)−1 ∈ H∞ and that (I + κ2G)(I +ακ1G)−1 is strictly positive real.

Then the closed-loop system with uφ
U ext,λ

u
(−y) is ω-GEPS with ω = c2δλ for

some c2 > 0. ⋄

Proof. We first observe that with regards to the nearest action selection ap-

proach where δ ≥ 1
2 is the minimum upper bound satisfying U ⊆ Bδ, the

condition λ
2 ≤ σ in Lemma 5.7 is satisfied with σ = λδ. Next, for all η ≥ λδ,

we have that �
1− 1

2δ

�
η2 ≤ ηQλu(η)≤

�
1+

1

2δ

�
η2.

Using the result in Lemma 5.5, it follows that for all z ∈Rn, n ∈ N, satisfying

〈z,φU (z)〉 ≥ δ
2 , there exists α ∈ (0, 1] so that the mapping φUu

(z) satisfies

the sector condition

α

�
1− 1

2δ

�
∥z∥2 ≤ 〈z,φ

U ext,λ
u
(z)〉 ≤
�

1+
1

2δ

�
∥z∥2. (5.19)

Finally, we use the result in Proposition 5.6 to complete the proof.

5.3.2 Global Exponential Stabilization with Logarithmically-Ex-

tended Actions

We next present the case where the system can only realize actions in the di-

rection contained in U with logarithmically distributed positive scaling factors.

For this purpose, we have that the logarithmic quantizer Qλ
sl
(η) defined (5.10)

satisfies the sector condition in (A5.1) as shown in the following lemma.

Lemma 5.9. Let Qλ
sl

: R→ R be the symmetric logarithmic quantizer defined

in (5.10) along with a given desired stepsize λ > 1. Then�
2

λ+ 1

�
η2 ≤ ηQλ

sl
(η)≤
�

2λ

λ+ 1

�
η2 (5.20)

holds for all η ∈ R≥0. ⋄

Proof. To prove the above lemma, we first observe that from the symmetric

property of Qλ
sl

we have

Qλ
sl
(η)
(λ+ 1)

2λ
≤ η ≤Qλ

sl
(η)
(λ+ 1)

2
.
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By taking the upper and lower bound of above inequality, we have that

η ≤Qλ
sl
(η)
(λ+ 1)

2
⇔ Qλ

sl
(η)≥
�

2

λ+ 1

�
η,

and

η ≥Qλ
sl
(η)
(λ+ 1)

2λ
⇔ Qλ

sl
(η)≤
�

2λ

λ+ 1

�
η,

respectively. By combining both the upper and lower bound of Qλ
sl
, we have

that �
2

λ+ 1

�
η ≤Qλ

sl
(η)≤
�

2λ

λ+ 1

�
η.

Finally, the inequality (5.20) holds for all η ≥ 0.

Proposition 5.10. Consider the system Σlin described by (2.15) satisfying

(A5.0) and a discrete set U ext,λ
l

as in (5.8) constructed from a finite count-

able set of unit vectors U that together with {0} satisfies (A3.1) so that

(3.2) holds for some δ > 0. Let φ
U ext,λ

l

and Qλ
sl

be as given in (5.11) and

(5.10), respectively, along with a given desired step size λ > 1. Furthermore,

assume that (A5.1) holds with Ψ(y) replaced by −φ
U ext,λ

l

(−y) for all y ∈ Rm,

k1 = α
�

2λ
λ+1

�
for some α ∈ (0,1], and k2 =

�
2
λ+1

�
. Then the closed-loop system

with u= φ
U ext,λ

l

(−y) is GES. ⋄

The last proposition is similar to the result in Proposition 5.8, with the ex-

ception that the assumption (A5.1) is already satisfied everywhere. Therefore,

applying the result in Proposition 5.6 results in the closed-loop system being

0-GEPS, i.e. the closed-loop system is GES.

5.4 Illustrative Example

In this section, we present a numerical example to validate our main results

for both the uniform and logarithmic nearest-action feedback approaches. We

consider an interconnected Ocean Battery system where at least one battery

is directly connected to the grid. The Ocean Battery is a novel underwater

energy storage system based on the concept of pumped hydro storage [84].

It converts electrical energy supplied from renewable sources such as wind

and/or floating solar into stored potential energy which is available naturally

due to the presence of hydrostatic pressure from the surrounding environment.

For practical applications, the Ocean Battery is installed at a certain depth

depending on the requirements of the storage system. For offshore application

in sufficiently deep waters, for example, the Ocean Battery is installed on the

seabed for the optimal operation; alternatively, the effective depth at which
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Figure 5.2: Schematic of single ocean battery system sitting on the seabed

with I) low-pressure area (rigid reservoir under atmospheric pressure), II) high-

pressure area (flexible reservoir under hydrostatic pressure from underwater

environment), III) water pump (blue triangle) to pump water from low to high

pressure area, and IV) generator to generate electricity by releasing water from

high to low pressure area. Left picture shows the battery state when charging

while the picture on the right side shows the state when discharging.

the device operates can be increased by burying the rigid reservoir and machine

room into the seabed.

In this example, we consider multiple interconnected Ocean Battery sys-

tems whose operations follow the schematic presented in Fig. 5.2 where Qi
in

and Qi
out

are the total in/outflow of water in the i-th battery, and V i
h

is its

corresponding water volume in its high-pressure reservoir. We assume that

the generator is designed in a way so that the outflow Qi
out

remains constant

all the time. Furthermore, we consider the use of multi piston-pump power

take-off system described in Chapter 7 for the pumps installed in the battery.

Specifically, we are looking into a very particular case of only the upstroke mo-

tion of the pumps where the incoming wave is increasing linearly over time. A

single Ocean Battery system can be described by V̇ i =Qi where V i = V i
h
−V

i,ref

h

with V
i,ref

h
be the target volume of high-pressure fluid in the i-th battery, and

Qi represents the total inflow to the i-th battery, i.e. Qi = Qi
in
−Qi

out
. The

aim of our controller is to maintain a target weighted-averaged water volume

in the high-pressure reservoirs, i.e. Vh = V ref
h

where Vh = col{V 1
h

, . . . , V 4
h
} and

V ref
h
= col{V 1,ref

h
, . . . , V

4,ref

h
}.

For numerical simulation purposes, we consider the system Σlin in (2.15),

representing the dynamics of four interconnected Ocean Batteries as described
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Figure 5.3: A network representing 4 interconnected Ocean Battery systems

used in the numerical example of this chapter. Battery systems 1 and 3 have

pumping units and high- and low-pressure area while battery systems 2 and 4

only have high-pressure area.

in Figure 5.3, with

A=





−0.41 0.2 0 0.2

0.2 −0.41 0.2 0

0 0.2 −0.41 0.2

0.2 0 0.2 −0.41



 ,

B =





1 0

0 0

0 1

0 0



 , C =

�
1
2

1
4 0 1

4

0 1
4

1
2

1
4

�
.

In the context of multiple interconnected Ocean Battery systems, the above

system’s matrices (A, B, C) can be regarded as an interconnection of distributed

storage devices with 4 storage units where only 2 units are connected to the

external (renewable) energy sources for charging and they distribute the stored

energy between storage systems as described by the off-diagonal elements of

A. Each diagonal term in A represents an energy loss and energy transfer to

its neighboring storage devices. The matrix B defines which storage devices

that are connected to the energy generation for charging, and the matrix C

represents the measured weighted-averaged water volume in the high-pressure

reservoir of the system. In this example, all pumping units can only be activated

proportionally according to the rule set in a countable set of actions U . Let

the finite set of unit action vectors U be given by

U :=

��
sin 2π

9

cos 2π
9

�
,

�
sin 8π

9

cos 8π
9

�
,

�
sin 14π

9

cos 14π
9

��
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which represents the vertices of an equilateral triangle centered at the ori-

gin. The elements in the countable set U can be seen as the proportion of

charge/discharge in the corresponding batteries. For the set U above, the

value of δ satisfying (3.2) is δ = 1. Moreover, the value of α, which is exactly

the cosine of the largest possible angle between any points in R2 to the nearest

point in U , is α= 1
2 .

For the simulation, we set λ = 0.5 for the uniformly extended quantizer and

λ = 1.1 for the logarithmically extended quantizer. It can be checked that with

the given tuple (A, B, C), the respective transfer function (I + k2G)(I + k1G)−1

with k1 and k2 as stated in Propositions 5.8 and 5.10 is strictly positive real.

To be more precise, the values of k1 and k2 are k1 =
1
4 and k2 =

3
2 for the

uniformly extended quantizer; and k1 =
11
21 and k2 =

20
21 for the logarithmically

extended quantizer.

The simulation results in Fig. 5.4 and 5.5 confirm that, with additional

control actions in each unit vector direction, the practical stabilization and

global asymptotic stabilization can be achieved exponentially fast compared to

only using U . In addition, logarithmically-extended actions render the system

asymptotically stable.

5.5 Summary

In this chapter, we proposed the use of weak sector condition for MIMO sys-

tems and briefly shows that the closed-loop system remains ISpS. Moreover, we

show that practical stability of the feedback systems with nearest-action input-

selection approach can be analyzed using the notion of ISpS. This is achieved

by extending the countable action set U via uniformly-extended actions or

via logarithmically-extended actions. The application of nearest-action control

using these extended action sets guarantees that the closed-loop system is

exponentially practically stable for the uniform one and globally exponentially

stable for the logarithmic one.
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Figure 5.4: Simulation result with and without additional uniformly distributed

quantization levels. The top plot shows the output response where the blue and

red lines yun
i
(t), i = 1, 2, are the outputs with additional uniformly distributed

quantization levels while the yellow and purple lines yn
i
(t), i = 1, 2, are the

outputs with only single action in each direction. The bottom plot shows the

input signals compared to the negative of the output values.
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Figure 5.5: Simulation result with and without additional logarithmically dis-

tributed quantization levels. The top plot shows the output response where

the blue and red lines yun
i
(t), i = 1,2, are the outputs with additional log-

arithmically distributed quantization levels while the yellow and purple lines

yn
i
(t), i = 1,2, are the outputs with only single action in each direction. The

bottom plot shows the input signals compared to the negative of the output

values.
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Modelling and Simulations of
The Ocean Grazer System

Contents of this part are based on the following publication:

• MZ Almuzakki, JJ Barradas-Berglind, Y Wei, M Muñoz-Arias, A Vakis,

and B Jayawardhana, “A port-Hamiltonian Approach to Cummins’ Equa-

tion for Floater Arrays with Linear Power-Take Off Systems," 6th IFAC

Workshop on Lagrangian and Hamiltonian Methods for Nonlinear Control

(LHMNC), 2018.
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Chapter

6
A port-Hamiltonian
Model for Floaters Array
with Linear Power
Take-Off

“Science is about knowing, engineering is about doing"

-Henry Petroski-

Contents

6.1 Cummins’ Equation in the pH setting . . . . . . . . . . . . . 75
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A wave energy converter (WEC) is a device that converts (oceanic) wave

energy into other consumable forms of energy such as electrical energy, as in

most WEC systems, or potential energy, as in the Ocean Grazer WEC. As

described in the survey paper of [85], there is a large number of near- and

off-shore WECs that have been already proposed. To name a few, we refer

to the Wavestar [86], the Pelamis [87] and the Oyster [88] WECs. These

WECs typically convert wave energy directly into electrical energy, and are

optimized for a narrow spectrum of waves, which makes them susceptible to the
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intermittency of the wave energetic content. In this context, their operation

is similar to wind-based and solar-based energy conversion systems.

In recent years, a novel WEC has been proposed in the literature, the

so-called Ocean Grazer (OG) WEC, which provides adaptability to a wide

spectrum of incoming waves and has large storage capacities that can average

out the intermittency problem. The OG WEC consists of a series of floating

elements, a floater blanket, coupled to individual pumping systems, which pump

internal working fluid from a lower reservoir into an upper reservoir [2, 29]. In

Figure 6.1a), the concept of the floater blanket is depicted as an array of

floating elements, and in Figure 6.1b), the working principle of the OG WEC

is sketched. Each floater element Bi is coupled to a pumping system Pi, for

i = 1, . . . , 4 that pumps working fluid from a lower to an upper reservoir. Check

valves are in place to prevent backflow. Lastly, electrical energy is produced

by suitably releasing the stored working fluid through a turbine T .

In the previous work in [33], the OG WEC is modeled using a single floater-

piston-pump in the port-Hamiltonian (pH) framework by considering a mechan-

ical system consisting of a water body mass and a floater-piston ensemble, the

latter being coupled to a hydraulic system representing the reservoirs. The

coupling between these two subsystems was achieved by a switching function

that characterized a check valve, coupling the mechanical and hydraulic sub-

systems, allowing flow in one direction and preventing backflow. Nevertheless,

the hydrodynamic couplings were not included, which are important elements

when we have to deal with an array of floater-piston-pump systems. In ad-

dition, the interpretation of the oscillating water body was worth revisiting.

Therefore, in this chapter we cast the well-known Cummins’ equation [31] in

the pH framework together with a simplified pumping force, i.e., corresponding

to a linear power take off (PTO) system. Resultingly, we include the hydrody-

namic radiation effects of the multi-floater case in the system model, providing

some insights on the passivity and radiation energy of the system.

Floater Blanket concept

a) b)

T

B1

B2
B3 B4

P1

P2
P3 P4

Upper reservoir

Lower reservoir

Ocean Grazer WEC

Figure 6.1: a) Floater blanket concept; b) Ocean Grazer WEC.
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6.1 Cummins’ Equation in the pH setting

The main contributions of this chapter can be summarized as follows: i)

the formulation of a WEC array in the pH framework for the heaving direction,

and ii) the energy interpretation of the body-to-body radiation terms. Accord-

ingly, we use the port-Hamiltonian (PH) framework [89, 90, 91] that has been

adopted for complex multi-domain system modeling due to its physical energy

interpretation and its generality in dealing with non-linear dynamical systems.

Broadly speaking, the WEC control problem cannot be easily formulated as

a tracking problem, but it takes the form of an energy maximization problem

[92]. Thus, optimal control and model predictive control (MPC) strategies

have been widely used for WEC control [93], in which the cost function to

be maximized is the absorbed power —often formulated as the product of the

pumping force and the pumping system velocity. In our case, for the OG WEC,

the function to maximize could be thought of as the potential energy stored

at the upper reservoir, thus making it useful to have a model that includes the

body-to-body radiation effects that can be later connected to a multi-pump

system.

6.1 Cummins’ Equation in the pH setting

In this section, we firstly describe the port-Hamiltonian framework. Then, we

discuss the Cummins’ equation that represents the hydrodynamic effects for

the single floater case, followed by the multi-floater case. Whenever it is clear

from the context, we omit the time dependency notation in the description of

signals/state variables.

6.1.1 The pH Framework

The port-Hamiltonian (pH) framework was introduced in [89], which is based

on the description of a system in terms of energy variables, the usage of the

port-based modeling through flow and effort variables whose product defines

power, and their interconnection structure. The transfer of energy between the

physical system and the environment is described through energy elements,

dissipation components, and power preserving ports; for further details see

[39], [89], and [91]. We consider the input-state-output representation of a

pH system, given by

Σ :

¨
ẋ = [J (x)− R (x)]

∂ H(x)
∂ x + G (x)u

y = G (x)⊤ ∂ H(x)
∂ x

(6.1)

with states x ∈ RN , a skew-symmetric interconnection matrix J (x) ∈ RN ×N ,

a positive semi-definite dissipation matrix R (x) ∈ RN ×N , and a Hamiltonian
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or energy function H (x) ∈ R. The functions J , R, G and H are assumed to be

continuously differentiable, the function H is positive definite and the matrix

G is assumed to be full-rank. The control input variable is given by u ∈ RM

and the output variable is denoted by y ∈ RM . The function H is called the

Hamiltonian of the system and it follows that Ḣ(x) ≤ y⊤u, i.e., the system is

passive. If R= 0 then Ḣ(x) = y⊤u, i.e., the system is conservative or lossless.

6.1.2 Cummins’ Equation: Single Floater Case

Let us now consider a single floating element with a given geometry. In the

seminal work of Cummins [31], potential flow theory is used to describe the

radiation hydrodynamic effects in the time domain such that the radiation force

fr(t) in the univariate case for the floating element, with displacement q(t), is

given by

fr(t) = −m∞q̈(t)︸ ︷︷ ︸
fr1(t)

−
∫ t

0

ϕ(t −τ)q̇(τ)dτ
︸ ︷︷ ︸

fr2(t)

, (6.2)

where the first term fr1(t) corresponds to the instantaneous effect of the

impact to the radiating wave with m∞ being the constant positive added mass,

and the second term fr2(t) describes the dynamical effect of the radiation

forces by means of a convolution operation. In describing fr2(t), a convolution

kernel ϕ is used, which depends on the geometry of the floating elements and is

typically obtained using hydrodynamics numerical tools, such as NEMOH [94].

Although fr(t) can be formulated to describe the radiation in all six degrees

of freedom (DOF) of the body-fixed frame, i.e., surge, sway, heave, roll, pitch

and yaw, in this chapter we are only interested in the heaving motion, i.e., the

one DOF case.

In addition to the radiation forces, there are other forces that influence the

floating element’s dynamics. They are the restoring (or buoyancy) forces and

the power take-off (or mechanical) forces from other elements in the WEC

system. For a simple geometry (such as a box) and the floater not being

completely submerged, the restoring (or buoyancy) force fb(t) can simply be

described by

fb(t) = kq(t) = ρgA f q(t), (6.3)

where the buoyancy constant k = ρgA f > 0, with the water density ρ, the

gravitational acceleration constant g and the cross-sectional area of the floater

A f . The forces exerted by the power take-off (PTO) system fpto can be

described using standard mechanical coupling elements, such as linear springs

and dampers. However, in general, fpto is given as a nonlinear function of
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the relative displacement and velocity. For example, in [33], fpto is given by a

switched system that represents the basic operation of OG hydraulic pumping

systems via check valves. In this chapter, for clarity of presentation, we will

consider a simplified linear PTO force given by

fpto(t) = kptoq(t) + bptoq̇(t), (6.4)

where the stiffness constant kpto > 0 and damping constant bpto > 0.

Combining (6.2) with the restoring and PTO forces in (6.3)-(6.4) yields

the motion equation of the floating element as

(m+m∞)q̈(t)+

∫ t

0

ϕ(t −τ)q̇(τ)dτ (6.5)

+ bptoq̇(t) + kq(t) + kptoq(t) = fex(t),

where m > 0 is the mass of the floating body and fex(t) corresponds to the

external excitation force. The dynamical equation in (6.5) corresponds to the

well-known Cummins’ equation.

f  
r

mq+ f + f   = f  + f
b       pto       ex       r

..

 f =  m   u        u
 r             ∞   r                r*

.

q
.f  

ex

u∑

∑
1

2  ry r

Figure 6.2: Interconnection of the single floater with the radiation force as

negative feedback.

The system in (6.5) can be seen as the interconnection of a mechanical

system and a radiation system as shown in Fig. 6.2. In order to describe the

Cummins’ equation in (6.5) as a pH model, we separate the model into two

sub-systems, where the first one is the mechanical system Σ1 and the second

one is the radiation system Σ2. As usual, the Hamiltonian (energy) function

of Σ1 is given by

H1(x1) =
1

2

p2

m
+

1

2
(k+ kpto)q

2, (6.6)

where x1 =
�

q
p

�
with p = mq̇. Using this Hamiltonian function, the pH model

of Σ1 is given by 




ẋ1 = (J1 − R1)
∂ H1(x1)

∂ x1
+

�
0

1

�
u1

y1 =
�
0 1
�
∂ H1(x1)

∂ x1

(6.7)

where the input u1 is given by fex + fr , the output y1 is simply the velocity q̇

and the matrices J1 =
�

0 1
−1 0

�
and R1 =
�

0 0
0 bpto

�
. One can immediately check

77



6

Chapter 6 A port-Hamiltonian Model for Floaters Array with Linear Power

Take-Off

that Ḣ1 ≤ q̇( fex + fr). For the radiation system Σ2, which satisfies (6.2), it

is not straightforward to define its pH model. However, if q̇ 7→ − fr2 can be

described/approximated by a pH model with state variables z, Hamiltonian

function Hr2(z), interconnection and damping matrices Jr2 and Rr2, respec-

tively and the input matrix Gr2, then the pH model of Σ2 is




ẋ2 =

��
Jr2 Gr2

−G⊤r2 0

�
−
�

Rr2 0

0 0

��
∂ H2(x2)

∂ x2
+

�
0

1

�
u2

y2 =
�
0 1
�
∂ H2(x2)

∂ x2

(6.8)

where x2 =
�

z
p∞

�
with p∞ = m∞q̇ and the Hamiltonian

H2(x2) =
1

2

p2
∞

m∞
+ Hr2(z). (6.9)

It can be checked that Ḣ2(x2) ≤ p∞
m∞

u2 = y2u2, i.e., Σ2 is passive. Thus, if

we consider the interconnection of Σ1 and Σ2 with u2 = − fr and y2 =
p
m = q̇

(where p is the state variable from Σ1) and the combined Hamiltonian H(x) =

H1(x1) + H2(x2) with x =
�

x1
x2

�
, it follows that Ḣ(x) ≤ p

m fex = q̇ fex, namely,

the whole wave-structure system for a single floater is passive with respect to

the supply rate q̇ fex.

6.2 Cummins’ Equation: Multi-floater Case

The diagram of the multi-floater system under consideration is shown in Fig.

6.3. Note that the radiation forces considered are only in the heaving direction.

Similar to the single floater case, the multi-floater system can be regarded as

the interconnection of a mechanical system Σ1 and a radiation system Σ2. The

accurate description of these systems will be addressed in the sequel.
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Figure 6.3: Diagram of the multi-floater system.
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In order to extend the pH formulation of the single floater to the multi-

floater case, we consider Q = [ q1 q2 ···qn ]⊤ ∈ Rn where each entry describes the

displacement of the indexed floater, such that the Cummins’ equation for the

radiation force F r(t) = [ F r
1 F r

2 ···F r
n ]
⊤ ∈ Rn is given by

F r(t) = −M∞Q̈(t)−
∫ t

0

Φ(t −τ)Q̇(τ)dτ
︸ ︷︷ ︸

F r (t)

, (6.10)

where M∞ = M⊤∞ ≻ 0 is the added-mass matrix and Φ = Φ⊤ = (ϕi j)i, j=1...n ∈
L2(R,Rn×n) is the n × n convolution kernel matrix. Note that for identical

floaters, ϕii = ϕ j j for all i ̸= j. Here, we denote the second term in the

radiation force equation above by F r .

When we incorporate this Cummins’ equation into the equation of motion

of the multi-floater, we have

(M +M∞)Q̈+F r + BptoQ̇+ KQ+ KptoQ = Fex (6.11)

with the mass matrix M = diag{m1, m2, . . . , mn} ≻ 0, the buoyancy matrix

K = diag{k1, k2, . . . , kn} ≻ 0, the PTO stiffness matrix Kpto ∈ Rn×n, the PTO

damping matrix Bpto ∈ Rn×n and the external excitation force vector Fex ∈ Rn.

If we assume an array of PTO systems which are not mechanically coupled

(as in the case of OG WEC), the PTO stiffness and damping matrices can sim-

ply be given by Kpto = diag{kpto,1, kpto,2, . . . , kpto,n} ≻ 0 and Bpto = diag{bpto,1,

bpto,2, . . . , bpto,n} ≻ 0, respectively. This is not the case for the radiation terms,

where there is interaction among all floating bodies as observed in the struc-

ture of M∞ and Φ. Similar to the single floater case, we can consider the

multi-floater system in (6.11) as the interconnection of a series of mechanical

systems and the Cummins’ equation of radiation forces.

In [95], it is proposed that the modeling/approximation of F r is done

through individual system identification of each convolution kernel ϕi j such that

each state-space representation of ϕi j (denoted here by Σr
i j
) is passive/positive-

real. In the following, we will show that if we follow the approach in [95], we

need additional assumptions on Σr
i j

in order to ensure that the interconnected

system (6.11) is still passive with respect to the supply rate Q̇⊤Fex. In other

words, the passivity of each Σr
i j

does not guarantee passivity of the complete

system.

Let us assume now that the convolution map ϕi j ∗ Q̇ j, where ∗ denotes

the convolution operator, can be described/approximated by a pH system Σr
i j

given by

Σ
r
i j :





żi j = (J r

i j
− Rr

i j
)
∂ H r

i j
(zi j)

∂ zi j
+ Gr

i j
Q̇ j

F r
i j
= (Gr

i j
)⊤
∂ H r

i j
(zi j)

∂ zi j
,

(6.12)
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where zi j corresponds to the state variables, J r
i j

, Rr
i j

are the standard intercon-

nection and damping matrices and H r
i j

is a positive definite function. Further-

more, we assume that its time derivative satisfies

Ḣ r
i j ≤ −γi j∥F r

i j∥2 +F r
i jQ̇ i j , γi j ≥ 0,

i.e., Σr
i j

is strictly output passive/L2-stable with an L2 gain of γi j. If γi j = 0,

we arrive to the same assumption of passivity on Σi j as in [95]. Using F r
i j
, the

second term on the RHS of (6.10) satisfies

F r = Φ ∗ Q̇ =
∑

j

�
F r

1 j
⊤ F r

2 j
⊤ · · · F r

n j
⊤�⊤

. (6.13)

Following the same steps as in the description of the pH model for the single

floater case, we can describe (6.11) as the interconnection of the mechanical

system Σ1 and the radiation system Σ2 —including the body-to-body radia-

tion systems Σr
i j

together with the added mass terms— that is given by the

Cummins equation in (6.10). As it will become clear later, we perform a loop

transformation where the damping term in Σ1 is moved to the radiation system.

In this case, the pH model of Σ1 is given by

Σ1 :






ẋ1 =

�
0 I

−I 0

�
∂ H1(x1)

∂ x1
+

�
0

I

�
u1

y1 =
�
0 I
�
∂ H1(x1)

∂ x1
,

(6.14)

where x1 =
�

Q
P

�
corresponds to the state variables,

H1(x1) =
1

2
P⊤M−1P +

1

2
Q⊤(K + Kpto)Q

is the Hamiltonian function, u1 is the input port that is given by (Fex−F r−BptoQ̇)

and y1 is the output port and represents Q̇. The system Σ2 can be rewritten

as

F r = −Ṗ∞(t)−F r(t)− BptoM−1
∞ P∞(t) (6.15)

where P∞ = M∞Q̇ cannot be described by the pH model as before. If we

follow the same procedure as in (6.8), then

Σ2 :






ẋ2 =

�
J r − Rr Gr

−(Gr)⊤ −Bpto

�
∂ H2(x2)

∂ x2
+

�
0

I

�
u2+

�
0

f (Z)

�

y2 =
�
0 I
�
∂ H2(x2)

∂ x2

(6.16)

where x2 =
�

Z
P∞

�
, Z = col{zi j}, J r = diag{J r

i j
}, Gr is defined appropriately

using Gr
i j

according to the ordering of zi j in Z and the Hamiltonian function is

given by

H2(x2) =
1

2
P∞M−1

∞ P∞ +
∑

i j

H r
i j(zi j). (6.17)
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In fact, there is an extra term f (Z) in (6.16), such that the second state

equation of Σ2 satisfies (6.15), namely

f (Z) = (Gr)⊤
∂ H2(x2)

∂ Z
−F r =
�
Gr − Ĝr
�⊤ ∂ H2(x2)

∂ Z

where F r =
∑

j coli{F r
i j
} with F r

i j
as given before in (6.12). Without loss

of generality, let us consider Z = col{z11, z12, . . . , z1n, z21, z22, . . . , znn}, in which

case Gr =
�
diag{Gr

1 j
}, diag{Gr

2 j
}, . . .
�⊤

and Ĝr = diag{col{Gr
1 j
}, col{Gr

2 j
}, . . .}.

Hence, the additional term f (Z) can simply be written as

f (Z)=

h�∑
i ̸=1 F r

i1
−
∑

j ̸=1 F r
1 j

�⊤ �∑
i ̸=2 F r

i2
−
∑

j ̸=2 F r
2 j

�⊤
. . .

i⊤
.

The time derivative of H2 satisfies

Ḣ2 ≤ −λmin(Bpto)∥Q̇∥2 −
∑

i j

γi j∥F r
i j∥2

+ Q̇⊤u2 +
1

2ε
∥Q̇∥2 + ε

2

∑

i j

∥F r
i j∥2,

where we have used Young’s inequality for the last inequality. Thus, if the

damping matrix Bpto (which can also include drag forces on the floaters) and

the L2-gain of the radiation forces γi j satisfy

4λmin(Bpto)mini j{γi j}> 1, (6.18)

then there is ε > 0 such that

λmin(Bpto)>
1

2ε
, mini j{γi j}>

ε

2
.

Under such an assumption, it follows that Ḣ2 ≤ Q̇⊤u2, i.e., Σr is passive.

Proposition 6.1. Consider the dynamics of multi-floater system as in (6.11)

and assume that each body-to-body radiation system Σr
i j

is L2-stable with an

L2 gain of γi j > 0. If (6.18) holds, then the multi-floater systems is passive

with respect to the supply rate Q̇⊤Fex. ⋄

This proposition shows that if we only assume passivity of each body-

to-body radiation system Σ
r
i j
, then the passivity of the whole multi-floater

system cannot be guaranteed. This problem might arise when we want to

describe the convolution operation Φ∗Q̇ by a state-space representation where

we individually identify each body-to-body convolution operation ϕi j ∗ q̇ j as a

decoupled passive system Σr
i j
. We remark also that we do not need to impose

strict output passivity for the self-radiation system Σr
ii
. It suffices to assume

that Σr
ii

is passive, since the terms that are used in f (Z) do not contain F r
ii
.

In order to circumvent this problem, we can identify the convolution operation

Φ∗ Q̇ directly as a MIMO passive system. Therefore, if we are able to describe

Φ ∗ Q̇ as a MIMO passive system, then the dynamics of multi-floater systems
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will be passive as shown in the following proposition.

Proposition 6.2. Consider the dynamics of multi-floater systems as in (6.11)

and assume that the convolution operation Φ ∗ Q̇ is a passive mapping and

can be described by a pH model with state variables x r , Hamiltonian function

H r(x r), interconnection and damping matrices J r and Rr , respectively and

input matrix Gr . Then, the multi-floater system is passive with respect to the

supply rate Q̇⊤Fex. ⋄

6.3 Radiation Convolution Approximation

6.3.1 Convolution Approximation

Following Proposition 6.2, we need to guarantee that Φ∗ Q̇ is a MIMO passive

mapping in order to ensure the passivity of the interconnection of Σ1 and Σ2.

Therefore, a linear approximation of F r in (6.13) can be found such that the

transfer matrix

F̂ r(s) =




F̂ r

11(s) . . . F̂ r
1n(s)

...
. . .

...

F̂ r
n1(s) . . . F̂ r

nn(s)



 (6.19)

is passive/positive-real. Assuming a quadratic energy function of the MIMO

radiation convolution term, i.e., H r(Z) = Z⊤W Z, the matrices Gr , J r , Rr and

W can be found such that

F̂ r(s) = (Gr)⊤W
�
sI − (J r − Rr)W

�−1
Gr (6.20)

is positive-real. Alternatively, for the case of individual approximation, one

can assume individual quadratic energy functions of the radiation convolution

terms, i.e., H r
i j
(zi j) = z⊤

i j
Wi jzi j, where every entry is approximated by choosing

the matrices Gr
i j

, J r
i j

, Rr
i j

and Wi j such that

F̂ r
i j(s) = (G

r
i j)
⊤Wi j

�
sI − (J r

i j − Rr
i j)Wi j

�−1
Gr

i j (6.21)

for i, j = 1, . . . , n is positive-real, thus relating F̂ r
i j

in (6.21) to the pH system

Σ
r
i j

in (6.12). Note that the procedure in (6.21) is similar to the one in [95].

In the sequel, we describe the identification procedure to find an approximated

radiation impulse response function of F r(t) for the MIMO case in (6.20). .

6.3.2 Kernel Approximation with Passive Basis Functions

As mentioned in [95], one of the constraints in computing the state space

approximation of the radiation impulse response function (IRF) of F r(t) is
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6.4 Simulation Results

that at least the diagonal elements of the transfer matrix must be positive-

real. However, we can see from Fig. 6.4 that the transfer function of the

IRF obtained from WEC-Sim/bemio toolbox [96], referred as the original IRF,

is not always positive-real. Thus, a positive-real approximation to (6.19) is

necessary.

In here, we impose positive-realness to the radiation IRF by approximating

the original IRF with

ϕ̄(t) =

n j∑

j=1

ϕ̄ j(t) (6.22)

where

ϕ̄ j(t) = A j e
−b2

j
t

�
cos(c j t) −

b2
j

c j

sin(c j t)

�
and
�
A j, ii

�
= a2

j, ii , ∀i = 1, . . . , n,

i.e. the diagonal elements of A j are non-negative. Thus, the positive-realness

of F r(t) is now guaranteed by the transfer function ϕ̂ j(s) =
A j s

s2+2 b2
j
s+ b4

j
+ c2

j

for

any choice of b j , c j ∈ R and 0≼ A j ∈ Rn×n. Note that for the case of identical

floaters, we have A j = A⊤
j

and a2
j, ii
= a2

j, 11
, ∀i = 2, . . . , n. Furthermore, the

positive-realness of the diagonal element of the approximated radiation IRF can

also be seen in Fig. 6.4a. In particular, for the identical two-floaters case, the

approximated IRF ϕ̄ is obtained by applying least squares curve fitting and the

optimal approximation is achieved when n j = 9. In addition, Fig. 6.4b shows

that the approximated radiation IRF is in good agreement with the original

one.
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Figure 6.4: a) Nyquist diagram and b) time series plot of the diagonal element

of original IRF (blue) and approximated IRF (orange) for two floaters.

6.4 Simulation Results

In this section, simulation results based on the multi-floater system in the pH

framework will be shown and compared to the results obtained from WEC-Sim.
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Moreover, the time-series plots of the radiation energy are also provided.

The simulation is performed by placing two identical cuboid floaters of

7 × 7 × 2 m in the direction of the incident wave, where the second floater

is put behind the first floater. The floater mass is m = 45000 kg, the sea

water density ρ = 1025 kg/m3, the combined stiffness is (k+ kpto) = 4.9271 ·
105 N/m, and the PTO damping is bpto = 1.153·106 kg/s. The hydrodynamics

data are obtained from NEMOH toolbox [94] and the matrix W = W⊤ ≻ 0

is obtained using semi-definite programming toolbox and solver YALMIP and

SeDuMi [97].

6.4.1 Comparison of the Floaters’ Displacements

In this simulation, we use regular waves with 4 m wave height and two different

wave periods of 5 s and 10 s.

Figure 6.5: Floaters’ displacements for a regular wave with periods of 5 s and

10 s, and wave height of 4 m (top and middle), and error between models

(bottom).

We can see from Fig. 6.5 that the results from the pH-ode45 simulation

are in very good agreement with the WEC-Sim results. However, we can

still see some differences in the floaters’ displacements’ amplitudes and/or

phases. One of the possibilities that introduces differences in simulation results

is the radiation IRF approximation introduced in Section 6.3.2. Nevertheless,

in the case of incident waves with higher wave periods, the differences become

smaller.
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6.5 Summary

The above results show that approximating the radiation force’s convolu-

tion kernel does not give significant changes in the simulation results. Further-

more, the passivity of the radiation effect of the whole system is guaranteed

through the (positive-real) approximated IRF.

6.4.2 Radiation Energy

In addition to the floaters’ motion, by the nature of the pH-framework, we can

directly compute the stored energy within the system during the simulation. In

particular, we are interested here in the overall energy of the radiation forces

acting on each body. As described in Proposition 6.2, the energy of the radia-

tion system is now given by H2(z, P∞) = E r
k
(P∞)+H r(z), being composed of a

kinetic energy component due to the added mass, E r
k
(P∞) =

1
2 P⊤∞M−1

∞ P∞, and

the stored energy coming from the convolution terms of the radiation forces,

H r(z) = 1
2z⊤Wz.
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Figure 6.6: The radiation energy of all radiation components in regular wave

simulation with wave period of 5 s and 10 s and wave height of 4 m.

The results shown in Fig. 6.6 suggest that, the longer the wave period is,

the less radiation energy is stored in the system. This means that, for the

lower wave frequencies, the effect of the radiation force components to the

total energy of the system will become smaller.

6.5 Summary

In this chapter, we have included the radiation effects described by the Cum-

mins’ equation in the pH framework, which enabled us to study the passivity
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of the system and the energetic properties of the radiation terms. The convo-

lution terms were included by approximating them with a passive LTI system.

A simple example of the multi-floater pH system was simulated and compared

against high-fidelity WEC-Sim results, showing good agreement.
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Chapter

7
A Model of the Multi
Piston-Pump Power
Take-Off Systems

“No matter what engineering field you’re in, you learn the same

basic science and mathematics. And then maybe you learn a

little bit about how to apply it."

-Noam Chomsky-

Contents

7.1 One Column Array Ocean Grazer Wave Energy Converter

with Hydraulic Type Pumping System . . . . . . . . . . . . . 87

7.1.1 The Hydraulic Pumping Subsystem . . . . . . . . . 89

7.1.2 Model of One Column Array OG-WEC . . . . . . . 91

7.1.2.1 The floater blanket-pistons ensemble Σ f p 91

7.1.2.2 The hydraulic system Σh . . . . . . . . . . 92

7.2 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

7.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

This chapter provides briefly the modeling process of the Ocean Grazer

multi piston-pump power take-off (MPP-PTO) systems where part of the

model motivated the simplified example used in Chapter 5.

7.1 One Column Array Ocean Grazer Wave Energy

Converter with Hydraulic Type Pumping System

In this section, we present the modeling of one column array Ocean Grazer

wave energy converter (OG-WEC) where each floating element is connected

to an MPP-PTO unit as described in Figure 7.1c). For this problem, we will
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Figure 7.1: Schematic of the Ocean Grazer wave energy converter. a) The

Ocean Battery as in Figure 5.2 coupled with hydraulic type adaptive pumping

system powered by the heaving motion of the floating elements; b) the MPP-

PTO concept where one floating element is connected to three independent

pumps with different sizes; c) one column floater arrays where each floater is

connected to an MPP-PTO unit. In this figure, the pumping subsystems in

red dashed boxes are equivalent.

use the port-Hamiltonian version of Cummins’ equation studied in Chapter 6.

Furthermore, note that the schematic of the Ocean Battery consisting of one

rigid reservoir (low-pressure area) and one flexible reservoir (high-pressure area)

as depicted in Figure 7.1a) is equivalent to a pump hydro energy storage system

with one lower- and one upper-reservoir as in Figure 7.1c) provided that they

have equivalent hydraulic head. Without loss of generality and for the sake of

simplicity, the model that is developed in this chapter is based on the schematic

in Figure 7.1c).

For the schematic in Figure 7.1c), the lower reservoir (low-pressure area)

has an area of Al and the upper reservoir (high-pressure area) has an area of Au.

The behavior of the above multi-floater system is governed by the following

system of equations,

M f Ẍ f = −KX f + Fp + Fex + Fr (7.1)

Mp Ẍp = −Fp + Fh (7.2)

where M f = diag
¦

M1
f
, . . . , M n

f

©
is the floater mass matrix, X f = col

¦
X 1

f
, . . . , X n

f

©

is the floater displacement vector, Mp = diag
¦

M1
p , . . . , M n

p

©
is the piston mass

matrix, Xp = col
¦

X 1
p , . . . , X n

p

©
is the piston displacement vector, the excita-
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tion force from the wave is given by Fex = col
�

F1
ex, . . . , F n

ex

	
, the radiation

force due to the motion of the floaters is given by Fr = col
�

F1
r , . . . , F n

r

	
,

Fp = −Kr

�
X f − Xp

�
is the force on the connecting cables that acts like springs

with spring coefficient matrix Kr = diag
�

K1
r , . . . , Kn

r

	
, and Fh = col
�

F1
h

, . . . , F n
h

	

is the hydraulic forces acting on the pistons. In this model, (7.1) is the Cum-

mins’ equation describing the motion of the floaters array as studied in Chap-

ter 6 and (7.2) is the hydraulic type pumping subsystem that is being modeled

in the following section.

7.1.1 The Hydraulic Pumping Subsystem

Following the modeling of single hydraulic system Σh in [33], the pumping

subsystem can be represented by two capacitors (upper and lower reservoirs),

two inertors, two resistors, and a pressure source Ps. However, in this work,

we assume that there is no resistance and one or more pumps share the same

reservoirs in the system.

To model the pumping subsystems, we introduce ru and rl as the reference

point located at the fluid surface for pressure calculation in upper and lower

capacitors, respectively. In order to satisfy the continuity law at the bottom of

the lower reservoir, we have that

P4ru
+ P4rl

= 0 (7.3)

where Pp1p2
= Pp1

− Pp1
is the pressure difference between the pressure Pp1

at pressure point p1 and the pressure Pp2
at pressure point p2. To satisfy

the compatibility law along the i-th pipe up to the fluid surface in the upper

reservoir, we have

P4ru
= P i

43 + P i
32 + P i

21 + P1ru
. (7.4)

Substituting (7.4) into (7.3) yields

P i
s = P i

43 + P i
21 + P14 (7.5)

where P14 = P1ru
+ P4rl

and its value is the same for all pumping subsystems,

P i
s is the pressure source that couples the piston in the pumping subsystem i

to the i-th floating unit, and P i
p1p2

is the pressure difference between point p1

and p2 as provided in Figure 7.1c).

Pressures in the inertors are given by

P i
21 = I i

12Q̇i
h
+ gρh L12 (7.6)

and

P i
43 = I i

34Q̇i
h
+ gρh L34 (7.7)

where ρh is the working fluid density, Qi
h

is the upward flow of the fluid along

the pipe i proportional to the respective active piston area Ai
c and the piston
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displacement. By substituting (7.6) and (7.7) into (7.5) we get

P i
s = I iQ̇i

h
+ gρh L14 + P14 (7.8)

with equivalent inertance I i = I i
12 + I i

34.

The flow Qi
h

can be described by

Qi
h
= Ai

c Ẋ
i
p. (7.9)

Since all pumps share the same upper and lower reservoirs, the dynamics of

pressure in both capacitors can be described by

Ṗ1ru
=
∑

i

Qi
h

Cu

(7.10)

and

Ṗ4rl
=
∑

i

Qi
h

Cl

(7.11)

where Cu and Cl are the equivalent capacitance of the upper and lower reser-

voirs, respectively. Then, the dynamics of the pressure difference between

point 1 and 4 becomes

Ṗ14 =
∑

i

Qi
h

C
(7.12)

with the equivalent combined capacitance C =
CuCl

Cu+Cl
.

The check valves introduce switching dynamics in the pumping system such

that when the piston is moving upward (that is when Ẋ i
p > 0), the pump is

activated. The switching system can be described by Qi
h
> 0 and P i

s > 0 when

the pump is active, and Qi
h
= 0 and P i

s = 0, otherwise. This is due to the fact

that during the downward motion of the i-th piston mass, the check valve in

the piston is in open-mode that makes the i-th piston area Ai
c becomes zero

and followed by the disappearance of the i-th pressure source P i
s .

For a single floater case that is connected to only one pumping subsystem,

we can simply set the value of the fluid flow, the hydraulic force and the

dynamics of P14 in the system’s equation to be zero to indicate that the pump

is deactivated. However, in the multi-floater case, the pumps are activated

separately depending on the velocity of their respective pistons. Then the

generalized hydraulic force Fh is expressed by the following system of equation

Fh = −
�
ÑAc

� �
Ñ Ps

�
, (7.13)

Ps = ĨQ̇h + 1(gρh L14 + P14), (7.14)

Ṗ14 =
1

C
1
⊤Qh, (7.15)

Qh =
�
ÑAc

�
Ẋp, (7.16)
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7.1 One Column Array Ocean Grazer Wave Energy Converter with Hydraulic

Type Pumping System

where Ĩ = diag
�

I1, . . . , In
	
, Ac = diag
�
A1

c , . . . , An
c

	
, 1 is a column vector with all

entries 1, and Ñ is a diagonal matrix containing 1 in the i-th diagonal element

when the corresponding pump is active and 0, otherwise. Note that the matrix

Ñ is coupled with the piston area and then with the pressure source because

when the pump is deactivated, the respected variables will turn to zero.

7.1.2 Model of One Column Array OG-WEC

In order to construct the port-Hamiltonian model of one column array Ocean

Grazer WEC, we find it easier to describe and divide the system as given in

figure 7.2.

Figure 7.2: Interconnection diagram of a wave energy converter with multiple

floating elements (floater blanket) connected to hydraulic-type power take-off

units.

7.1.2.1 The floater blanket-pistons ensemble Σ f p

Port-Hamiltonian modeling of the floater blanket-pistons ensemble is as straight-

forward as the pH model of the floater blanket itself. We first introduce the

state variables x f p =




X f

XP
Pf

Pp



 combining the states of the floater blanket with

the states of the pistons behavior, where Pf = M f Ẋ f and Pp = Mp Ẋp are the

momentum of the floater and piston masses, respectively. Similar to our work
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in Chapter 6. The Hamiltonian function is given by

H f p

�
x f p

�
=

1

2
P⊤

f
M−1

f
Pf +

1

2

�
X f − Xp

�⊤
Kr

�
X f − Xp

�
+

1

2
P⊤p M−1

p Pp+
1

2
X⊤

f
KX f .

(7.17)

The pH formulation of Σ f p is then given by

Σ f p :





ẋ f p =
�
J f p − R f p

� ∂ H f p(x f p)
∂ x f p

+ G f pu f p,

y f p = G⊤
f p

∂ H f p(x f p)
∂ x f p

,
(7.18)

where the interconnection matrix is given by J f p =
�

02n×2n I2n×2n

−I2n×2n 02n×2n

�
, the dissipa-

tion matrix is given by R f p = 04n×4n, the input matrix is given by G f p =
�

02n×2n
I2n×2n

�
,

the input is u f p =

�
u f p1

u f p2

�
=

�
Fex + Fr

Fh

�
and the output is y f p =

�
y f p1

y f p2

�
=

�
Ẋ f

Ẋp

�
.

By computing the time derivative of the Hamiltonian function for the floater

blanket-pistons ensemble, we can conclude that Σ f p is a conservative system.

Indeed, straightforward computation gives us

Ḣ f p =
�
Kr

�
X f − Xp

�
+ KX f

�⊤
Ẋ f −
�
Kr

�
X f − Xp

��⊤
Ẋp + Ẋ⊤

f
Ṗf + Ẋ⊤p Ṗp

= Ẋ⊤
f
(Fe + Fr) + Ẋ⊤p Fh = y⊤

f p
u f p.

In this case, we know that all the energy extracted by the floater blanket are

delivered to the radiation system Σr and the hydraulic system Σh.

7.1.2.2 The hydraulic system Σh

In this section, we want to first analyze the behavior of the hydraulic system

before it is interconnected to the floater blanket-pistons ensemble, then we will

analyze the complete interconnection of ΣOG as given in figure 7.2. Based on

pump dynamics explained earlier, we let the state of the hydraulic system be

xh =
�

P14

Qh

�
and introduce the generalized Hamiltonian function from [33] as

Hh(xh) =
1

2
C P2

14 + C gρh L14P14 +
1

2
Q⊤

h
ĨQh, (7.19)

with equivalent fluid inertance matrix Ĩ ≻ 0 and equivalent capacitance C > 0.

Given the Hamiltonian function (7.19), we can write the hydraulic subsystem

Σh as

Σh :

¨
ẋh = [Jh − Rh]

∂ Hh

∂ xh
+ Ghuh

yh = G⊤
h

∂ Hh

∂ xh

(7.20)

where the interconnection matrix is given by Jh =

h
01×1

1
C 1
⊤ Ĩ−1

− 1
C Ĩ−1

1 0n×n

i
, the dissi-

pation matrix is given by Rh = 0, the input matrix is given by Gh =
�

01×n

Ĩ−1

�
, and
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with the external port pair (uh, yh) ∈ Rn+1 given by

uh = Ps, (7.21)

yh =Qh. (7.22)

Following the usual routine to derive the Hamiltonian function Hh with respect

to time, it shows that the hydraulic system without any resistance elements is

a conservative system, i.e. Ḣh = y⊤
h

uh.

As discussed earlier, there is switching behavior in the pumping system

allowing the transfer of energy from the floater blanket-pistons ensemble to

the hydraulic subsystem while preventing the reverse processes, thus resulting

in the non-decreasing amount of potential energy stored in the upper reservoir.

These switching behavior can be formalized through the function

σ
�
Ẋp

�
= diag

§
1

2

�
1+ sign
�
Ẋp

��ª
(7.23)

so that the system of equations (7.13), (7.14), (7.15), and (7.16) in pH

framework becomes

Σh :






ẋh =

�
01×1

1
C

�
σ Ĩ−1

1

�⊤

− 1
C

�
σ Ĩ−1

1

�
0n×n

�
∂ Hh

∂ xh
+

�
01×n�
σ Ĩ−1
�⊤
�

uh

yh =
�
01×n σ Ĩ−1
�
∂ Hh

∂ xh
,

(7.24)

and the interconnection between the hydraulics and the pistons are given by

u f p2 = − (σAc) (σuh) (7.25)

yh = σAc y f p2. (7.26)

Note that we have input-to-input and output-to-output interconnection

instead of the usual input-to-output interconnection. For the complete inter-

connection within ΣOG, for which we need to include the interconnection with

the radiation subsystem Σr as described by Σ2 in (6.16), we now have the

external port pair to be (uOG , yOG) =
�
u f p1 + ur , y f p1

�
with ur = −Fr . Finally,

for the system ΣOG, it is straightforward to see that the whole OG-WEC with

MPP-PTO system is a passive system. This is primarily due to the radiation

system Σr being dissipative as studied in Chapter 6. In addition, we note that

the model developed in this section is piecewise linear since for each pumping

mode (active/inactive), the corresponding system is still linear. The nonlinear-

ity only comes from the sign function σ described by (7.23) for the switching

behavior of the pump.

7.2 Simulations

In this section, we reproduce the simulation results in [1] for one column floaters

array with MPP-PTO. The simulation is performed by placing ten identical
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cuboid floaters of dimension 7m× 7m× 2m (length × width × height) close

to each other in one column array with the first floater facing the incoming

waves. The hydrodynamic coefficients are pre-processed using boundary ele-

ment method-based code NEMOH [94]. The radiation kernel function obtained

from NEMOH is processed further using the method explained in Chapter 6 in

order to obtain the matrices Az, Bz, and Cz, then the positive definite matrix

Wz = W⊤z satisfying A⊤z Wz +WzAz ≼ 0 and B⊤z Wz = Cz is obtained by using

semidefinite programming solver YALMIP and SeDuMi [97]. The general pa-

rameters involved in the simulation are provided in the following table.

Table 7.1: General simulation parameters.

Parameter Value

Floater mass (mi
f
) 1650 kg

Sea water density (ρsw) 1025 kg/m3

Gravitational constant (g) 9.81 m/s2

Buoyancy force coefficient (Ki) 4.9271 · 105 N/m

Radiation kernel approximation order (no) 9

Furthermore, the floaters are then interconnected to MPP-PTO system

with the following specifications on the pistons in each MPP-PTO unit[1].

Table 7.2: Piston specifications for each MPP-PTO unit.

Piston number Piston radius (m) Piston mass (kg)

1 0.2 200

2 0.3 400

3 0.4 700

Using the specifications in table 7.2, we can construct all nonzero possible

combinations in the order {piston 1, piston 2, piston 3} where ’1’ denotes that

the respective piston is engaged and ’0’ otherwise as given in Table 7.3. The

rest of the parameters used in the numerical simulations of ΣOG are adapted

from [29, 33] and provided in table 7.4.

The simulation is conducted with regular wave input with wave period of

T = 7s and wave height of H = 3.5m. For the simulations, we use twelve

different fixed set of piston combination as given in Table 7.5. Furthermore,

we use simple forward Euler discretization method with very small step size to

compensate the error due to the switching behavior. In Figure 7.3, we can see

the accumulated extracted energy over the time span of 200 seconds. It can

be seen that by fixing configuration number 12 to the floaters array, we can
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Table 7.3: All possible piston combinations where at least one must be acti-

vated at a time.

Comb.

nr.

Piston

comb.

Combined area Ac

(m2)

Combined mass Mp

(kg)

1 {1, 0,0} 0.126 200

2 {0, 1,0} 0.283 400

3 {1, 1,0} 0.408 600

4 {0, 0,1} 0.503 700

5 {1, 0,1} 0.628 900

6 {0, 1,1} 0.785 1100

7 {1, 1,1} 0.911 1300

Table 7.4: Power take-off unit’s parameters.

Parameter Value

Cable stiffness (K i
r) 6.2093 · 106 N/m

Pipe length (L14) 100 m

Working fluid density (ρh) 998.2 kg/m3

Upper reservoir capacitance (Cu) 0.05 m5/N

Lower reservoir capacitance (Cl) 0.05 m5/N

Table 7.5: Configurations of the MPP-PTO systems connected to each floater

used in the simulation. The first row of the table denotes the floaters number

in order where the first floater is the one facing the incoming wave. The

numbers in the table for each floater in each combination corresponds to the

set of piston combinations in Table 7.3 [1, Table 4].

Floater Nr. 1 2 3 4 5 6 7 8 9 10

Conf. 1 1 1 1 1 1 1 1 1 1 1

Conf. 2 2 2 1 1 1 1 1 1 1 1

Conf. 3 3 3 2 2 1 1 1 1 1 1

Conf. 4 4 4 3 3 2 2 1 1 1 1

Conf. 5 5 5 4 4 3 3 2 2 1 1

Conf. 6 6 6 5 5 4 4 3 3 2 2

Conf. 7 7 7 6 6 5 5 4 4 3 3

Conf. 8 7 7 7 7 6 6 5 5 4 4

Conf. 9 7 7 7 7 7 7 6 6 5 5

Conf. 10 7 7 7 7 7 7 7 7 6 6

Conf. 11 7 7 7 7 7 7 7 7 7 7

Conf. 12 7 6 6 6 5 5 5 5 4 4

95



7

Chapter 7 A Model of the Multi Piston-Pump Power Take-Off Systems

absorb the most energy compared to the rest of the configuration. Note that,

there might be some other configurations that yield higher energy extraction

which need further investigation. In addition, the mean power of all pumping

units during the simulation can be seen in Figure 7.4. Our simulation yields

comparable results to the one in [1].
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Figure 7.3: Total extracted potential energy with different setups for 200s

simulation time in regular wave with T = 7s and H = 3.5m.

7.3 Summary

In this chapter, we have presented a modeling of one column floaters array with

hydraulic type PTO units using the port-Hamiltonian version of the Cummins’

equation. The model is validated by some simulations whose configurations are

taken from earlier research for the same WEC system in [1]. The simulations

show that the model developed in this chapter is in good agreement with the

earlier result. In addition, we maintain passivity of the complete OG-WEC

system in this model.
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Figure 7.4: Mean power of all hydraulic-type power take-off units with different

setups in regular wave with T = 7s and H = 3.5m.
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Chapter

8 Conclusions and Outlooks

"Simpler solution does not imply simpler analysis, but when it is

proven, it is easier to implement"

-Author-
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In this thesis, we have studied three main problems. The first and second

problem concerns control design when a system/an agent in standalone setting

or in networked multi-agent setting can only realize actions from a given set

of finite countable inputs. The remaining problem deals with improving the

convergence rate of the preceeding solutions by considering some geometric

extension on the limited actions. In addition to these problems, we also studied

the modeling of the Ocean Grazer system, including its multi piston-pump con-

cept, using port-Hamiltonian approach for Cummins’ equation. The following

sections provide summaries of the main findings of our study as well as some

ideas for future works.

8.1 Conclusions Part I

In the first part of this thesis, we have studied the problem of designing control

laws and analyzing their closed-loop practical stability when a system or subsys-

tem can only realize actions from a given finite countable set of static actions.

Our first main result in Chapter 3 provides the primary theoretical foundations

used throughout this thesis where we considered a single agent whose dynamics

described by a generic class of passive nonlinear system. Moreover, a notion of
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large-time initial-state observability for nonlinear systems was assumed. Using

these constructions, we proposed a nearest-action approach to select which

input should be implemented by the system at a specific measured output, at

a time instance, by employing some standard continuous control laws. We

denote our proposed control law by nearest-action control (NAC) and we used

La-Salle invariance principle type of approach to analyze the practical stability.

In order for our NAC to successfully practically stabilize the system in study,

the given set of finite countable realizable control action U must satisfy a

certain geometric structure, that is 0 ∈ int(conv(U )) if the target output

corresponds to zero constant input of the system (or u∗ ∈ int(conv(U )) when

u∗ is the corresponding constant input of a constant-incrementally passive

nonlinear systems). This condition on U paired with our NAC yield a natural

upper bound for the output practical stability margin. We later found out

that such condition on the finite countable input set U is satisfied if the

static actions in U \ {0} (or U \ {u∗}) are the vertices of a simplex structure.

These findings allows us to greatly reduce the number of actions necessary

to practically stabilize a generic class of passive nonlinear systems. That is, a

passive nonlinear system with input/output dimension of m can be practically

stabilized by using only m+2 number of actions. This is a significant reduction

of necessary number of actions when compared to practical stabilization with

q-ary quantizers which requires qm + 1 number of necessary actions (2m + 1

number of necessary action for the case of binary quantizer). In addition, for

some regular simplices, we computed their explicit upper bound for practical

stability with NAC.

It is also worth noting that in Chapter 3 we were able to establish practical

stability when a sector bounded continuous feedback law is applied in cascade

with our NAC. The practical stability analysis was carried out with the help

of a symmetric matrix of inner products, namely Gram matrix. Throughout

the analysis, we found out that Gram matrix provides much tighter bound on

inequalities involving vectors, matrices, and inner products. Nonetheless, our

results showed that when the sector bound on the continuous feedback law is

small enough, we can still use NAC to achieve practical stability.

Inspired by out result on NAC for single agent, and also by many results

and practicality of multi agent systems (MAS) available in literature, we looked

for an application of our NAC to distributed control system in Chapter 4.

Specifically, we studied the application of distributed NAC for the problem of

cooperative control of MAS, namely consensus and distance-based formation

control problems. In Chapter 4, we considered a networked MAS where agents

motions are described by single integrator dynamics and, again, can only realize

actions from a given set of finite countable inputs. Similar to our results in
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Chapter 3, we used the standard continuous control protocols, namely the

consensus and distance-based formation control laws, in conjunction with our

NAC. We found out that consensus or some desired formations can be achieved

up to the total natural upper bound of stability margin of each agent, i.e. the

total practical stability margin increases linearly with the number of agents.

The results were confirmed by using Monte-Carlo simulations.

Finally, in Chapter 5, we studied about how to improve the performance

of our NAC by increasing the number of realizable actions in the directions

of the original set of finite countable inputs U . For this problem, we consid-

ered multi-input multi-output (MIMO) linear time invariance (LTI) systems,

not necessarily passive, instead of the passive nonlinear systems considered in

Chapter 3. For LTI systems, the notion of large-time initial-state norm ob-

servability in nonlinear systems is equivalent to the usual observability notion

which can be observed by using the observability Gramian. As opposed to the

LaSalle invariance principle type of analysis used in Chapter 3, in Chapter 5

we used input-to-state practical stability (ISpS) approach in the analysis. Fur-

thermore, we propose the use of weak sector condition for MIMO systems

and showed that practical stability with exponential rate can still be achieved

when the transfer function of the closed-loop system is strictly positive real.

The exponential convergence rate for NAC was enabled by allowing uniform

or logarithmic extension in the directions of the original U , confirmed by the

simulation results presented in Chapter 5.

8.2 Conclusions Part II

In the second part of this thesis, we have proposed a different way of describing

the Cummins’ equation that is via port-Hamiltonian approach. In Chapter 6,

we were dealing especially with approximation of the radiation components

with enforced passivity in the Cummins’ equation. The main reason for this

is that the available toolbox for computing radiation force’s hydrodynamics

coefficients yields non-passive radiation system while naturally they should be

passive. We validated our results in Chapter 6 by comparing simulation results

from our approach with the one from existing toolbox. Our results shows a

good agreement (with negligible errors) between our approximation with the

well-accepted simulator when a simple linear PTO setting is used.

In Chapter 7, we used the port-Hamiltonian approach to Cummins’ equation

developed in Chapter 6 for the modeling and simulation of one column floaters

array with MPP-PTO systems which is a subsystem of the OG-WEC. Our

model shows that the full interconnection of OG-WEC is piecewice linear and

is passive. Moreover, our simulations yield comparable results to the existing
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result of OG-WEC models.

8.3 Future Research Directions

In this section, we present possible future research directions enabled by the

proposed NAC in this thesis. Firstly, we have shown in Chapter 3 that for

a generic class of passive nonlinear systems, practical stabilization is possible

by using only m + 2 elements in the finite countable control action set U .

However, the passivity condition is relatively restrictive as passive systems can,

in some sense, be considered as stable systems. One can think of a possibility

of reducing the necessary number of elements for practical stabilization of

passive systems to a desired static output. An example in this direction is that

a simple harmonic oscillator, which is a conservative system, may be practically

stabilized to smaller or larger margin/amplitude by using only one nonzero and

a zero action in conjunction to our NAC.

In our results for distributed NAC, we have shown that static consensus

and distance-based formation can be achieved with total error up to the total

natural error for each agent. However, Monte-Carlo simulation in Chapter 4

showed that the upper bound we provided may be too conservative. Thus, it

is interesting to investigate the existence of tighter bound compared to ours.

On the other hand, in many application of cooperative control for MAS, the

agents may have to move from one place to another without interrupting the

desired shape. In this case, investigation in the direction of path following,

obstacle avoidance, and many other research directions of cooperative MAS

are interesting to see.

In Chapter 5, we have shown that for a class of LTI systems, it is possible

to improve the convergence rate of our NAC exponentially by placing (possibly

infinite) additional control points in the direction of the original finite countable

input set. However, when a prescribed performance is desired, the result is still

unknown. Research in the direction of finding the optimal placement of some

limited amount of additional control actions is particularly interesting. For

example, we may only need to add l number of additional control points in some

generic ways to improve the performance up to a given desired convergence

rate, or to push the convergence ball into a smaller one.

Another interesting topic to investigate is regarding the possibility to use

PI control in conjunction with our NAC (PI-NAC) to stabilize constant incre-

mentally passive systems when the corresponding constant input is unknown.

With only some minimal set of actions as in Chapter 3, the analysis of PI-NAC

is currently not possible since the finite countable input set U must satisfy

u∗ ∈ int(conv(U )) and we cannot guarantee that the predicted constant input
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provided by PI control to stay within the interior of the convex hull of U , even

when we have prior knowledge of the existence of u∗ in the set int(conv(U )).
However, it may be possible now by using the same extended set proposed in

Chapter 5 since the input set can now expand countably infinitely.

For the second part of this thesis, the integration of the pH model of the

multi-floater system with the non-linear PTO systems of the OG WEC and the

corresponding optimal control design to maximize the power generation of the

device is of particular interest. Furthermore, the coupling effects of the other

5 DOF of the body-fixed frame in the passivity of the multi-floater system

are worth looking at. In addition, validating the pH model for irregular waves

is also an interesting endeavour. Finally, the ultimate problem of designing

online optimal control for OG WEC with MPP-PTO systems requires further

investigation.
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Summary

In various control system applications, implementing an exact control law is of-

ten hindered by practical limitations. For instance, Ocean Grazer wave energy

converters encounter fixed sets of constant actuator systems in their power

take-off systems, while space rockets or shuttles may feature fixed configura-

tions of constant thruster systems. These systems can only execute control

actions from a given finite countable set. When the available control actions

are regularly distributed, following patterns like binary, ternary, uniform, and/or

logarithmic distributions, many relevant results in this context are readily acces-

sible. Nevertheless, challenges arise with irregularly distributed control actions,

presenting issues not accounted for by these approaches.

In this thesis, we proposed an approach called the nearest-action con-

trol (NAC) to address the aforementioned challenge. Initially focusing on a

generic class of passive nonlinear multi-input multi-output systems, where in-

puts are limited to finite countable sets of control actions, we demonstrated

the practical stabilization of a nonlinear passive system around an equilibrium

point. This was achieved under the assumption of large-time initial-state norm-

observability for nonlinear systems and the corresponding constant action lies

within the interior of the convex hull of the available control actions.

Moreover, we showed that the minimum number of nonzero actions re-

quired for the practical stabilization of a nonlinear passive system is equivalent

to the number of vertices in a simplex structure. This insight leads to a signif-

icant reduction in the necessary control actions for the practical stabilization

of a generic class of passive nonlinear systems. For instance, in comparison

to binary or ternary control methods that exhibit exponential growth in the

required actions relative to input/output dimensions, our NAC approach re-

sults in a linear increase in the required actions. Additionally, we presented

constructions for minimal control actions and their corresponding bounds in

relation to practical stability.

The NAC framework is extended to cooperative control in multi-agent sys-

tems (MAS), specifically addressing consensus and formation control problems.

Each agent in the MAS, constrained to finite countable actions, employs NAC
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to achieve consensus and formation, with collective maximum error computed

as the sum of individual agent errors.

Simulations results for the implementation of our NAC with minimum num-

ber of necessary actions in single-/multi-agent systems settings showed that

the worst convergence rate is linear, depending on the internal dynamics of

the systems. To improve the performance, we combined our NAC with the

idea of having uniformly or logarithmically distributed actions in the direction

of the given set of finite countable control actions. For linear, not necessarily

passive, systems case, we showed using input-to-state practical stability ap-

proach that it is possible to make the system converges towards a ball around

the equilibrium point exponentially fast.

In addition to the contributions listed above, we provided contributions to

the development of mathematical models of the Ocean Grazer wave energy

converter (OG-WEC) in the port-Hamiltonian framework. For this part, we

first provided a port-Hamiltonian reformulation of the Cummins’ equation for

the hydrodynamics behavior of the floating elements in OG-WEC by considering

simplified linear power take-off. Through port-Hamiltonian reformulation, we

showed that the whole system is passive, which means that the whole system

is a naturally stable system. Next, we modeled the nonlinear power take-off

systems (pump-hydro systems) of the OG-WEC using the port-Hamiltonian

framework. We showed that the full interconnection of OG-WEC with nonlin-

ear power take-off system is passive. Finally, our simulation results shows that

our model is comparable to the model developed and simulated using existing

toolbox.
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Samenvatting

In verschillende toepassingen van regelsystemen wordt de implementatie van

een exacte regelgeving vaak belemmerd door praktische beperkingen. Zo wor-

den bijvoorbeeld bij de Ocean Grazer golfenergie-omzetters een vaste set van

actuatoren gebruikt in hun energie-afvoersystemen, terwijl ruimteraketten of

shuttles vaste configuraties van aandrijfsystemen kunnen hebben. Deze sys-

temen kunnen alleen regelacties uitvoeren vanuit een gegeven eindige telbare

set. Wanneer de beschikbare regelacties regelmatig verdeeld zijn, volgens ver-

schillende patronen zoals binair, ternair, uniform en/of logaritmisch, zijn veel

relevante resultaten in deze context gemakkelijk en toegankelijk. Desalniet-

temin zijn er uitdagingen wanneer er onregelmatig verdeelde regelacties zijn,

die problemen met zich meebrengen die niet worden behandeld door deze be-

naderingen.

In dit proefschrift hebben we een methode voorgesteld die we ’nearest-

action control’ (NAC) noemen om de genoemde uitdaging aan te pakken.

In eerste instantie gericht op passieve niet-lineaire multi-input multi-output

systemen, waarbij invoeren beperkt zijn tot eindige telbare sets regelacties,

hebben we de praktische stabilisatie van een niet-lineair passief systeem rond

een evenwichtspunt gedemonstreerd. Dit werd bereikt onder de aanname

van grote-tijd beginstaat-norm-observeerbaarheid voor niet-lineaire systemen

en de overeenkomstige constante actie ligt binnen het convexe omhulsel van

de beschikbare regelacties.

Bovendien hebben we aangetoond aan dat het minimumaantal niet-nul ac-

ties dat nodig is voor de praktische stabilisatie van een niet-lineair passief sys-

teem equivalent is aan het aantal hoekpunten in een simplexstructuur. Deze

inzichten leiden tot een aanzienlijke vermindering van de benodigde regelacties

voor de praktische stabilisatie van niet-lineaire passieve systemen. Bijvoorbeeld,

in vergelijking met binaire of ternaire regelmethoden die exponentiële groei

vertonen in de benodigde acties ten opzichte van de invoer-/uitvoerdimensies,

resulteert onze NAC-benadering in een lineaire toename van de benodigde ac-

ties. Daarnaast presenteerden we constructies voor minimale regelacties en

hun overeenkomstige grenzen met betrekking tot praktische stabiliteit.
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De NAC-omkadering wordt uitgebreid naar coöperatieve regeling in multi-

agent systemen (MAS), waarbij specifiek consensus- en formatieregelingsprob-

lemen worden aangepakt. Elke agent in de MAS, beperkt tot eindige telbare

acties, past NAC toe om consensus en formatie te bereiken, waarbij de totale

maximale afwijking wordt berekend als de som van individuele afwijking per

agent.

Simulatieresultaten voor de implementatie van onze NAC met het minimu-

maantal benodigde acties in enkele/multi-agent systeemomgevingen toonden

aan dat de slechtste convergentiesnelheid lineair is, afhankelijk van de interne

dynamiek van de systemen. Om de prestaties te verbeteren, combineerden we

onze NAC met het idee van gelijkmatig of logaritmisch verdeelde acties in de

richting van de gegeven set van eindige telbare regelacties. Voor het geval

van lineaire, niet noodzakelijk passieve systemen, toonden we met behulp van

de input-to-state praktische stabiliteitsbenadering aan dat het mogelijk is om

het systeem exponentieel snel naar een bol rond het evenwichtspunt te laten

convergeren.

Naast de hierboven genoemde bijdrages leverden we een bijdrage aan de on-

twikkeling van wiskundige modellen van de Ocean Grazer golfenergie-omzetter

(OG-WEC) in het port-Hamiltoniaanse kader. Voor dit gedeelte hebben we

eerst een port-Hamiltoniaanse herformulering gegeven van de Cummins-vergelij-

king voor het hydrodynamisch gedrag van de drijvende elementen in OG-WEC

door het overwegen van vereenvoudigde lineaire energie-afvoer. Via de port-

Hamiltoniaanse herformulering toonden we aan dat het hele systeem passief

is, wat betekent dat het hele systeem van nature stabiel is. Vervolgens hebben

we de niet-lineaire energie-afvoersystemen (pomp-hydro systemen) van de OG-

WEC gemodelleerd met behulp van het port-Hamiltoniaanse kader. We toon-

den aan dat de volledige interconnectie van OG-WEC met het niet-lineaire

energie-afvoersysteem passief is. Ten slotte laten onze simulatieresultaten zien

dat ons model vergelijkbaar is met het model dat is ontwikkeld en gesimuleerd

met behulp van de bestaande toolbox.
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Ringkasan

Dalam berbagai aplikasi sistem kendali, penerapan algoritma sistem kendali se-

cara eksak seringkali terhambat oleh keterbatasan yang sifatnya praktikal. Mis-

alnya, desain pembangkit listrik tenaga gelombang permukaan air laut Ocean

Grazer (OG-WEC) menggunakan sekumpulan sistem aktuator konstan yang

telah ditentukan, sementara roket atau pesawat ulang-alik mungkin hanya

memiliki konfigurasi sistem pendorong yang konstan dan terbatas. Sistem-

sistem seperti ini hanya dapat menjalankan aksi dari sebuah himpunan ter-

batas yang dapat dibilang/dicacah, yang telah ditentukan sebelumnya. Ketika

aksi-aksi yang ada terdistribusi secara reguler, mengikuti pola-pola seperti pola

biner, terner, distribusi seragam, dan/atau logaritmik, banyak hasil yang rele-

van dalam konteks ini dapat ditemukan dan diakses dengan mudah. Namun

demikian, tantangan muncul ketika aksi-aksi yang mungkin dilakukan oleh sis-

tem terdistribusi secara tidak teratur, sehingga hasil-hasil yang sudah ada se-

belumnya tidak dapat mengatasi permasalahan ini.

Dalam tesis ini, kami mengusulkan suatu pendekatan yang kami sebut den-

gan the nearest-action control (NAC) atau pengendalian menggunakan tin-

dakan terdekat yang mungkin diterapkan oleh sistem untuk menjawab tan-

tangan di atas. Kami memulai tesis ini dengan berfokus pada sebuah kelas

generik yang mencakup sistem nonlinier pasif dengan multi-input multi-output,

di mana input kendalinya dibatasi pada himpunan aksi yang terbatas dan dapat

dibilang. Kami menunjukkan bahwa stabilisasi praktikal untuk sebuah sistem

nonlinier pasif di sekitar titik ekuilibrium yang diharapkan dapat dilakukan meng-

gunakan NAC. Hal ini dapat tercapai dengan asumsi bahwa sistem yang sedang

dikaji memenuhi sifat large-time initial-state norm-observable dan, di saat yang

bersamaan, aksi konstan yang berkaitan dengan target titik ekuilibrium berada

tepat di dalam interior dari convex hull dari himpunan semua aksi yang tersedia.

Selain itu, kami menunjukkan bahwa banyaknya aksi selain nol yang dibu-

tuhkan untuk stabilisasi praktikal sebuah sistem nonlinear pasif sama dengan

banyaknya titik sudut sebuah struktur simpleks. Hasil ini memungkinkan pen-

gurangan yang sangat signifikan dalam hal banyaknya aksi yang dibutuhkan un-

tuk menstabilkan sebuah sistem nonlinier pasif secara praktikal. Misalnya, pada
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metode kendali biner atau terner, banyaknya aksi minimum yang diperlukan un-

tuk membuat sebuah sistem nonlinier pasif stabil secara praktikal meningkat

secara eksponensial seiring dengan meningkatnya dimensi input/output dari sis-

tem yang ingin dikendalikan. Sedangkan pada metode NAC, banyaknya aksi

minimum yang diperlukan tersebut hanya meningkat secara linier terhadap pen-

ingkatan dimensi input/output. Dalam tesis ini kami juga menyajikan metode

konstruksi untuk membangun aksi-aksi minimal yang diperlukan serta galat

maksimum yang mungkin terjadi yang terkait dengan stabilisasi praktikal meng-

gunakan NAC.

Kerangka kerja NAC kemudian kami perluas untuk pengendalian kooperatif

dalam sistem multi-agen (multi-agent system; MAS), khususnya untuk men-

jawab masalah konsensus dan pembentukan formasi. Setiap agen dalam MAS

yang dikaji, yang dibatasi oleh aksi-aksi yang terbatas dan terbilang, mener-

apkan NAC untuk mencapai konsensus dan formasi yang diharapkan. Galat

maksimum secara kolektif saat tujuan kendali kooperatif tercapai dapat dihi-

tung dengan menjumlahkan galat maksimum dari masing-masing agen yang

terlibat dalam proses kendali.

Hasil simulasi dari penerapan NAC yang kami usulkan dengan aksi-aksi

yang paling minimum, baik pada kasus single-agent maupun pada multi-agent,

menunjukkan bahwa laju konvergensi terburuk yang mungkin terjadi bersifat

linier, bergantung pada dinamika internal dari masing-masing sistem. Untuk

meningkatkan performanya, kami menggabungkan NAC dengan kemungkinan

adanya ekstensi dari aksi-aksi yang ada yang terdistribusi secara teratur seperti

distribusi seragam atau logaritmik. Dengan pendekatan input-to-state practi-

cal stability, kami menunjukkan bahwa sistem linier, tidak harus pasif, dapat

distabilkan secara praktikal ke sekitar titik ekuilibrium dengan laju eksponensial.

Selain beberapa kontribusi yang telah tercantum di atas, kami juga berkon-

tribusi pada pengembangan model matematika untuk OG-WEC dalam kerangka

port-Hamiltonian. Bagian ini kami mulai dengan melakukan reformulasi per-

samaan Cummins’ yang menggambarkan perilaku hidrodinamik dari elemen-

elemen terapung pada OG-WEC ke dengan kerangka port-Hamiltonian dan

membatasi sistem power take-off -nya menggunakan sistem linier. Dengan

reformulasi ini, kami menunjukkan bahwa keseluruhan sistem yang dikaji meru-

pakan sistem yang pasif yang artinya sistem tersebut stabil secara alami. Se-

lanjutnya, kami memodelkan sistem power take-off (PTO) nonlinier milik OG-

WEC, yaitu sistem pump-hydro, dalam kerangka port-Hamiltonian. Kami me-

nunjukkan bahwa interkoneksi penuh sistem OG-WEC dengan PTO nonlinier

juga merupakan sistem yang pasif. Terakhir, hasil simulasi kami menunjukkan

bahwa model yang kami kembangkan sebanding dengan model yang dikem-

bangkan dan disimulasikan menggunakan toolbox lain yang sudah ada.
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