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A B S T R A C T

Model invalidation is the process of testing assumptions of a dynamical model by comparing simulated
responses with experimental data, considering any discrepancies as evidence that the model may be invalid. In
this study, a model invalidation methodology is presented, to obtain robust control oriented models for wave
energy converters (WECs). In particular, this methodology can deal separately with dynamical uncertainty and
external noise in experimental data sets. To this end, considering linear system theory, this study proposes a
methodology for building input–output data sets for WEC systems, via a two-stage approach. Model invalidation
results are analysed statistically, and the practical implications of considering dynamical uncertainty in WEC
system models are discussed in terms of control performance, specifically absorbed energy. As indicated by
the analysis and results presented in this study, failure to include dynamic uncertainty in the analysis can
lead to performance overestimation. The importance of a good dynamical description for accurate estimation
of experimental control performance is highlighted. Finally, this study emphasises the need for closed-loop
controllers for WEC systems that can simultaneously maximise energy and guarantee robust stability, an area
currently lacking within the WEC literature.
1. Introduction

Ocean waves are one of the most powerful natural forces on Earth,
capable of generating vast amounts of energy that could prove in-
strumental in halting and reversing the damaging effects of climate
change (Guo & Ringwood, 2021). Thus, harnessing the power of the
ocean has the potential to become a key component in a carbon-
free energy generation scheme, satisfying global energy needs while
mitigating environmental harm caused by carbon-based energy sources.
Although wave energy converter (WEC) technology has been under
development for several decades, becoming markedly more attrac-
tive during the past years, commercial viability still poses significant
challenges (Ringwood, Bacelli, & Fusco, 2014).

To achieve commercial success of WECs, several considerations have
been well established and accepted within the R & D community.
In particular, dynamical system theory plays a crucial role, to effec-
tively deal with, for example, the interaction of complex mechanical,
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electrical, estimation, forecasting, and control systems. Wave energy
systems can be highly nonlinear and time-varying, posing significant
challenges for the design, operation, and control of WECs. Conse-
quently, precise dynamical descriptions of WEC systems represent a
fundamental component in achieving effective designs, mainly focusing
on commercial competitiveness. Within a dynamical theory framework,
there are several aspects that differentiate WEC systems from other
engineering applications, particularly from an automatic control point
of view. In particular, WEC systems are affected by the so-called mod-
elling paradox phenomenon (Windt, Faedo, Penalba, Dias, & Ringwood,
2021), arising from the use of linear models during the design stage
of, for example, controllers or estimators, while, as a consequence of
the control action, during operation, the system motion is exaggerated
beyond the linear range. The resulting model/controller mismatch can
result, at the very least, in significant energy conversion performance
reduction.
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Several steps can be taken into account to obtain useful dynamical
descriptions. In particular, to overcome the above-mentioned impedi-
ments, the experimental stage represents a key step in the development
of efficient and effective WEC systems, beyond simplifications made for
its dynamical description. Similarly, to achieve more accurate dynamic
models, recent studies have introduced methodologies to quantify un-
certainty in WEC system descriptions (Farajvand, García-Violini and
Ringwood, 2023; Farajvand, García-Violini, Windt, Grazioso, & Ring-
wood, 2021; Farajvand, Grazioso, García-Violini and Ringwood, 2023)
which, although relying on linear assumptions and descriptions, are
able to implicitly incorporate information on more complex dynamics
(non-linearities, for example). In particular, Farajvand, García-Violini
et al. (2023), Farajvand, Grazioso et al. (2023) and Farajvand et al.
(2021) provide methodologies for describing deviations between simu-
lated model responses and experimental (or high fidelity simulation)
responses. These deviations can be caused by, for example, specific
hydrodynamic effects, numerical issues due to the simulation environ-
ment, or measurement noise (experimental). However, in Farajvand,
García-Violini et al. (2023), Farajvand, Grazioso et al. (2023) and
Farajvand et al. (2021) numerical issues, external noise, and dynamical
uncertainty, are not distinguished, which, from the robust control
perspective, can significantly impact on, for instance, robust stability.

Generally, to link experimental (high fidelity simulation) and dy-
namic descriptions (models), obtained either by physical (first prin-
ciples) modelling or identification methods using system data, a val-
idation stage is usually performed, where simulated responses are
compared with those experimentally obtained. However, based on the
Falsifiability theory by Popper (2005), the term ‘model validation’ can
be misleading, since it is not possible to fully validate a model based
on a limited number of experiments. In contrast, if a single experiment
is not aligned with the model (and its assumptions), it can be consid-
ered invalid. Conversely, when an experimental response verifies the
assumptions considered for the model, it can be said that the experiment
does not invalidate the model and its hypotheses. Based on this theoreti-
cal and philosophical paradigm, a validation framework denoted ‘model
invalidation’ has been presented in the literature of dynamical and
control systems (see for example Smith (1990), Smith and Doyle (1989)
and Smith, Dullerud, Rangan, and Poolla (1997)), where dynamic
perturbations and external noise (both unknown but bounded) can be
separately represented. In particular, a model invalidation framework
is particularly suitable for tackling robust control design problems,
such us ∞ (Sanchez-Peña & Sznaier, 1998), and its implications on
robust stability and performance (Garcia-Violini & Ringwood, 2021).
In particular, model invalidation has been applied in a number of dif-
ferent application areas (Anderson & Papachristodoulou, 2009; Beven
& Lane, 2019; Bianchi, Moscoso-Vásquez, Colmegna, & Sánchez-Pena,
2019; Livstone, Dahleh, & Farrell, 1994; Vrachimis, Timotheou, Eliades,
& Polycarpou, 2021), while the fundamental results, for linear-time
invariant (LTI) systems, have been extended to areas, such as linear-
parameter varying (LPV) systems (Sznaier & Mazzaro, 2003), fault de-
tection (Harirchi & Ozay, 2018), and for system identification (Bianchi
& Sánchez-Peña, 2010b), in LTI, LPV, and switched system frameworks.
In particular, Section 3 presents a thorough discussion of model invali-
dation, including a comparison with traditional validation approaches,
from the perspective of WEC systems. From an overall perspective,
in the broader modelling community, model ‘verification and valida-
tion’, often abbreviated as V & V, plays a key role in ensuring the
accuracy and reliability of mathematical models. Verification confirms
the correct implementation of mathematical models into numerical
simulations, while validation extends to demonstrating the predictive
capacity of the model, within defined regions of application. This article
delves deeper into the validation process, specifically contrasting it
with model invalidation, providing a finer and more comprehensive un-
derstanding of model assessment. While validation is critical to confirm
2

the predictive capabilities of a model, model invalidation, as explored
in this study, offers the advantage to not only verify the ‘correctness’ of
a model, but also identify its limitations and areas where it may fail.

Using a wide set of experimental data, and considering linear sys-
tem theory, this study focusses on model invalidation and control
performance for WEC systems, separated into two stages.

Firstly, an invalidation procedure is carried out using experimental
datasets obtained using: (i) three nominal models, based on first princi-
ples , system identification, and by manual adjustment of the moment
of inertia, respectively; for (ii) four sea-states; and (iii) different dynam-
ical perturbation assumptions. In addition, the invalidation procedure,
rather than giving a binary indication (not-invalidated or invalidated),
s generally used in the literature, takes advantage of the full amount
f available data, performing a statistical global analysis to reduce
onservativeness. Thus, statistical estimates for dynamical perturbation
nd noise bounds are obtained in the first step. It is worth emphasising
hat the methodology for conducting experiments, specifically in the
ontext of WECs, requires a two-stage signal acquisition procedure,
ue to the intrinsic nature of the application. This study discusses
he impact of this two-step experimental acquisition methodology on
he final results, which can be considered as an additional source of
xogenous uncertainty.

Secondly, including incorporation of the obtained estimates of dy-
amical uncertainty and noise bounds in the model description, two
ell-established control methodologies are assessed. In particular, a
roportional–integral (PI) control, also referred to as a reactive con-
roller, and a LiTe-Con controller (García-Violini, Peña-Sanchez, Faedo
nd Ringwood, 2020), both based on the impedance-matching prin-
iple (García-Violini, Faedo, Jaramillo-Lopez and Ringwood, 2020),
re assessed. The results show that, when uncertainty and noised are
ncluded in the dynamical description of the system, a significant
mount of power absorption variability can be obtained, which can
ead to overestimation of performance. Furthermore, stability issues, for
losed-loop forms, are also discussed as a consequence of considering
dynamical description with a perturbation model.

To summarise, in this study:

• A two-stage method for input–output dataset acquisition is pro-
posed,

• an invalidation analysis framework is introduced for WEC sys-
tems,

• a statistical approach is considered to globally analyse the inval-
idation results, and

• the impact on control performance of considering a dynamical
model with perturbations is discussed.

The remainder of this paper is structured as follows. In Section 2, the
tandard modelling framework necessary to describe and analyse the
ynamical behaviour of WEC systems is introduced. Section 3 provides
detailed account of the theoretical basics of model invalidation,
ith particular emphasis on practical considerations. Methodological
uidelines for building input–output datasets in WEC systems are pre-
ented and discussed in Section 4. In Section 5, the application of
he presented model invalidation framework is demonstrated using
xperimental data. Based on the results from Section 5, Section 6
escribes the implementation of different control methodologies and
hows the consequences, in terms of power absorption, of considering
obust-control oriented models. Finally, Section 7 summarises the main
indings and draws conclusions.

. WECs: modelling framework

The dynamic model of a WEC system, which characterises the
otion of a floating body or even arrays of WECs resulting from the

ction of hydrodynamic forces, is defined using the so-called Cummins’
quation, a well-established and widely adopted theoretical frame-
ork (Cummins, 1962). Using this formulation, which is essentially
ased on Newton’s second law, the dynamic behaviour of a general
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WEC system can be described. In this study, without any loss of gener-
ality, a rotational WEC with a single degree-of-freedom is considered,
consistent with the WEC prototype considered in Section 5. The model
is hence defined as:
(

𝐼 + 𝐴∞
)

𝜃̈(𝑡) = 𝜏(𝑡) − 𝜏r(𝑡) − 𝜏h(𝑡) − 𝜏u(𝑡), (1)

where 𝐼 is the body inertia, 𝜃, 𝜃̇ and 𝜃̈ denote the angular position,
velocity, and acceleration of the device, respectively. The radiation
torque is defined as 𝜏r(𝑡) = 𝑘r(𝑡) ∗ 𝜃̇(𝑡), where ∗ denotes a convolution
integral operation and 𝑘r(𝑡) the radiation torque impulse response.
The restoring (buoyancy) force is denoted as 𝜏h(𝑡) = 𝑠h𝜃(𝑡), where 𝑠h
indicates the hydrostatic stiffness, and 𝜏u(𝑡) and 𝜏(𝑡) are the control
torque, applied by means of the power take-off (PTO) system, and
the excitation torque, respectively. In Eq. (1), 𝐴∞ = lim𝜔→+∞ 𝐴r(𝜔) is
the added mass at infinite frequency, where 𝐴r(𝜔) and 𝐵r(𝜔) are the
radiation added-mass and damping, respectively, defined from Ogilvie’s
relations (Ogilvie, 1964), as follows:

𝐴r(𝜔) = 𝐴∞ − 1
𝜔 ∫ +∞

0 𝑘r(𝑡) sin(𝜔𝑡)𝑑𝑡,

𝐵r(𝜔) = ∫ +∞
0 𝑘r(𝑡) cos(𝜔𝑡)𝑑𝑡.

(2)

Thus, the radiation convolution kernel can be described, in the
pectral domain, as follows:

r(𝜔) = 𝐵r(𝜔) + 𝚥𝜔
[

𝐴r(𝜔) − 𝐴∞
]

, (3)

here 𝑘r(𝑡) and 𝐻r(𝜔) are a Fourier transform pair. Using Eq. (3),
q. (1) can be expressed in the frequency domain, considering a torque-
o-angular-velocity description (Falnes, 2002), as:

̇ (𝜔) = 1
𝑍𝑖(𝜔)

[

 (𝜔) − 𝑢(𝜔)
]

, (4)

where, for the sake of simplifying the understanding of this article,
and to maintain consistency with the introduced notation in Eq. (1),
the symbol 𝛩̇(𝜔) in Eq. (4) represents the Fourier transformation of the
angular velocity 𝜃̇, while

𝑍𝑖(𝜔) = 𝐵r(𝜔) + 𝚥𝜔
(

𝐼 + 𝐴r(𝜔) −
𝑠h
𝜔2

)

, (5)

denotes the mechanical impedance of the system.
The mapping in Eq. (5) can also be represented in terms of a transfer

function (García-Violini, Peña-Sanchez et al., 2020), which is given by:

𝐺(𝑠) = 𝑠
𝑠2(𝐼 + 𝐴∞) + 𝑠𝐻̂r(𝑠) + 𝑠h

|

|

|

|𝑠=𝚥𝜔
≈ 1

𝑍𝑖(𝜔)
, (6)

here 𝐻r(𝜔) is typically calculated using boundary-element methods,
uch as NEMOH (LHEEA & NEMOH-Presentation, 2017). Furthermore,
parametric approximation to 𝐻̂r(𝑠) ≈ 𝐻r(𝜔), for 𝑠 = 𝚥𝜔, with 𝐻̂r(𝑠)

a stable LTI system, can be computed from the radiation damping and
added mass frequency-domain coefficients using advanced system ID
software, such as e.g. FOAMM (Faedo, Peña-Sanchez, & Ringwood,
2018).

Equivalently, using an appropriate change of variable in Eq. (1),
and a corresponding approximation for the radiation system, the WEC
system can be described in a state-space form, i.e. in the time-domain,
as follows:
{

𝑥̇(𝑡) = 𝐴𝑥(𝑡) + 𝐵(𝜏(𝑡) − 𝜏u(𝑡)),

𝑦(𝑡) = 𝐶𝑥(𝑡),
(7)

where the triple of matrices (𝐴,𝐵, 𝐶⊺) ∈ R𝑛×𝑛 × R𝑛 × R𝑛 follows
accordingly.

It is important to note that the spectral and time domain repre-
sentations, described in Eqs. (6) and (7), respectively, both obtained
in continuous time, can be represented using discrete time equiva-
lents using, for example, zero- or first-order-hold discretisations (see
3
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e.g. Goodwin, Graebe, Salgado, et al. (2001)). By way of example, the
discrete-time state space representation for (7) can be expressed as:
{

𝑥[𝑘 + 1] = 𝐴d𝑥[𝑘] + 𝐵d(𝜏[𝑘] − 𝜏u[𝑘]),

𝑦[𝑘] = 𝐶d𝑥[𝑘],
(8)

here 𝑘 is the discrete time index (𝑡 = 𝑘𝑡𝑠), with sampling period 𝑡𝑠, and
d, 𝐵d, and 𝐶d refer to the discretised versions of the matrices 𝐴, 𝐵,
nd 𝐶, respectively, in Eq. (7). By way of example, the zero-order-hold
quivalent (Goodwin et al., 2001), is:

d = 𝑒𝐴𝑡𝑠 , 𝐵d = ∫

𝑡𝑠

0
𝑒𝐴𝜁𝐵𝑑𝜁, and 𝐶d = 𝐶. (9)

hus, the discrete-time spectral domain is denoted by the variable 𝑧,
hich, given by the Z-transform, represents the discrete equivalent to

he variable 𝑠.1

. Model (In)validation

The process commonly labelled as model validation depends on
he modelling framework used. Traditional validation methods describe
ncertainty in a system as an additive stochastic noise with certain
ssumptions (Ljung, 1999), such as decorrelation and Gaussian be-
aviour. Model validation, in such cases, involves testing whether the
ctual mismatch conforms to these assumptions, and whether the noise
s uncorrelated with the input (Smith et al., 1997). Additive stochastic
oise models are used in open-loop problems, such as filtering and
rediction (see, for example, Peña-Sanchez, Garcia-Abril, Paparella,
nd Ringwood (2018) and Schoen, Hals, and Moan (2011)), while
erturbation models are better suited to closed-loop problems with
nmodelled dynamics. When attempting to experimentally explain an
bserved result in a robust control oriented framework, there may be an
nfinite number of consistent noise signal and perturbation (dynamical
ncertainty) pairs, assuming decorrelation between the input and the
oise. However, finding only one pair of ’sufficient small size’ for the
ounds (perturbation and noise) would suffice to demonstrate that the
odel is still valid. Conversely, to demonstrate that the model is in-

alid, it is necessary to establish a lower bound on the size of any signal
and perturbation 𝛥 , that accounts for the experimental dataset (Smith

t al., 1997). In essence, model validation provides a way to determine
hether a model is suitable for its intended purpose. If a model is in-
alidated, it is necessary to reconsider the identification and modelling
teps. Thus, to sum up, model invalidation is a methodology to develop
robust control oriented model, which involves system analysis and

nderstanding, physical modelling and identification, while minimum
ounds (perturbation and noise) for invalidation can be analytically
omputed. The main features of model validation and invalidation are
ummarised in Table 1 (see for example Smith et al. (1997)).

.1. Foundations of model invalidation

The essence of model invalidation is to verify the consistency of a
iven model, with its main hypotheses, and experimental datasets. The
ataset comprise input and output measures, labelled as 𝑢[𝑘] and 𝑦[𝑘],
espectively, where 𝑘 = 1, … , 𝑁 represents the discrete-time index. To
uantify deviations between the model output and the experimental
ata, the system, within this context, can be described by a nominal
iscrete-time model 𝐺𝑜(𝑧), a dynamical uncertainty bound, and an
utput disturbance 𝑑[𝑘], as shown in Fig. 1. Thus, the general model,
an be analytically represented as follows:

=
{

𝐺𝑜(1 +𝑊𝛥𝛥), 𝛥 ∈ 𝜟
}

, (10)

1 From now on, the dependence on 𝑠 or 𝑧, i.e. continuous and discrete
pectral domains, is dropped when clear from the context.
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Table 1
Comparison between validation and invalidation of dynamical models.

Model validation Model invalidation

Goal To verify and confirm that a model is accurate and reliable. To assess
the accuracy of a model based on a finite number of experiments

To identify flaws or inconsistencies in a model. To find a single
experiment that is not consistent with the model assumptions.

Outcome The model is confirmed to be valid and reliable for its intended use.
The model is considered valid if it passes the validation test.

The model is shown to be invalid and needs to be revised or
replaced. The model is considered invalidated if it fails the
validation test.

Approach A series of experiments and tests are performed to assess the model’s
performance. Based on classical system identification methods with
additive noise.

A single experiment that produces inconsistent results is used to
invalidate the model. May require perturbation models to
account for unmodelled dynamics.

Suitability Model validation is appropriate for models that are expected to be
accurate and reliable. Well suited to open-loop problems such as
filtering, estimation, and prediction.

Model invalidation is appropriate for models that may have
flaws or inconsistencies that need to be identified. Better suited
to closed-loop problems.

Result implications A validated model can be confidently used for its intended purpose. An invalidated model may not be suitable for its intended
purpose and may require further revision or replacement.

Related fields System identification, physical modelling, control theory. Fault detection, data consistency checks, refinement of
identification and modelling steps.

Timeframe Model validation is typically performed during the development phase
of a model.

Model invalidation can occur at any time during the model’s
lifecycle.

Number of experiments Multiple experiments are typically performed to validate a model. A single experiment is sufficient to invalidate a model.
f
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Fig. 1. Model block diagram for a general linear structure with a dynamical uncertainty
and external noise.

where 𝜟 is a set of stable transfer functions, defined as 𝜟 =
{

𝛥 ∈ ∞ ∶
‖𝛥‖∞ ≤ 1

}

, where ∞ is the set of stable transfer functions with
appropriate dimensions, while the infinite norm operator for systems
is defined as ‖𝛥‖∞ = sup𝜔∈R|𝛥(𝚥𝜔)|, for continuous time, although an
equivalent discrete time formulation is also possible (Sanchez-Peña &
Sznaier, 1998). The stable transfer function 𝑊𝛥 in Eq. (10) represents
the uncertainty dependence on frequency (as a weighting function),
such that

‖

‖

𝑊𝛥𝛥‖‖∞ ≤ 𝛿. (11)

Equivalently, the disturbance 𝑑 is defined as an element of the follow-
ng set:

=
{

𝑑 ∈ 𝑙2() ∶ ‖𝑑‖2 ≤ 𝑑max
}

, (12)

here  = {1,… , 𝑁} ⊂ N, ‖𝑑‖2 =
√

∑

𝑘∈ 𝑑
2
𝑘 denotes the energy of

the discrete-time signal (i.e. sequence) 𝑑. Notably, this framework is
particularly useful for designing robust controllers, such as ∞-based
controllers for LTI, LPV, and even switched systems (Bianchi & Sánchez-
Peña, 2010a). From now on, given a finite sequence 𝑑 = {𝑑𝑘}𝑘∈ , we
define an associated vector 𝐝 ∈ R𝑁 accordingly, i.e.

𝐝 =
[

𝑑1 … 𝑑𝑁
]⊺ . (13)

Note that, if 𝑑 ∈ , then it is straightforward to show that 𝐝 ∈ 𝑁 ,
ith

𝑁 =
{

𝐝 ∈ R𝑁 ∶ ‖𝐝‖2 ≤ 𝑑max
}

, (14)

here ‖𝐝‖2 =
√

𝐝⊺𝐝, with the same 𝑑max as in (12).

.2. Toeplitz form

A Toeplitz matrix is a matrix where each descending diagonal from
eft to right contains identical elements. This family of matrices is
4

particularly useful to compute input–output interactions in dynamical
systems (particularly LTI and LPV systems) using standard products of
matrices.

Definition
Consider a sequence ℎ = {ℎ𝑘}𝑘∈ , with ℎ𝑘 ∈ R. Then the Toeplitz

orm of ℎ (corresponding to its associated vector 𝐡) is:

𝐡 =

⎡

⎢

⎢

⎢

⎢

⎢

⎣

ℎ1 0 0 … 0
ℎ2 ℎ1 0 … 0
ℎ3 ℎ2 ℎ1 … 0
⋮ ⋮ ⋮ ⋱ ⋮
ℎ𝑁 ℎ𝑁−1 ℎ𝑁−2 … ℎ1

⎤

⎥

⎥

⎥

⎥

⎥

⎦

. (15)

n particular, when the sequence ℎ is related to the impulse response of
general system 𝐺, with state matrices 𝐴d, 𝐵d, 𝐶d, and 𝐷d, the Toeplitz

orm of this impulse response is given by:

𝐺 =

⎡

⎢

⎢

⎢

⎢

⎢

⎣

𝐷d 0 0 … 0
𝐶d𝐵d 𝐷d 0 … 0

𝐶d𝐴d𝐵d 𝐶d𝐵d 𝐷d … 0
⋮ ⋮ ⋮ ⋱ ⋮

𝐶d𝐴𝑛−2
d 𝐵d 𝐶d𝐴𝑛−3

d 𝐵 𝐶d𝐴𝑛−4
d 𝐵 … 𝐷d

⎤

⎥

⎥

⎥

⎥

⎥

⎦

. (16)

t is important to note that, in Eq. (8), the feedthrough matrix 𝐷d is
ero while, in Eq. (16), it is defined in a generalised form.

nteractions
Based on the properties of Toeplitz matrices, the input–output in-

eractions depicted in Fig. 1 can be expressed through the following
quations:

𝑇𝐳 = 𝑇𝑊𝛥
𝑇𝐺𝑇𝐮,

𝑇𝐲 = 𝑇𝐰 + 𝑇𝐺𝑇𝐮 + 𝑇𝐝,

𝐰 = 𝑇𝛥𝑇𝐳 ,

(17)

ith 𝑇𝑊𝛥
, 𝑇𝐺, and 𝑇𝛥 denoting the Toeplitz matrices of the impulse

esponses of 𝑊𝛥, 𝐺𝑜, and 𝛥, respectively. The Toeplitz matrices 𝑇𝐮, 𝑇𝐲,
𝐝, and 𝑇𝐰, in Eq. (17), represent the vectors 𝐮, 𝐲, 𝐝, and 𝐰, respectively,
ssociated with each corresponding discrete time sequence in Fig. 1 (see
lso Eq. (13)).

.2.1. Model invalidation
Considering Fig. 1, if there exist vectors 𝐰 and 𝐝 that satisfy the

onstraints in Eqs. (11) and (12), respectively, the model set given
y  is not invalidated by the experimental data provided by vectors
and 𝐲. In other words, if no perturbation and disturbance signals
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exist that produce an output signal consistent with the measured data,
while satisfying Eqs. (11) and (12), the model is invalid. In cases where
such signals do exist, the model uncertainty and noise sets are not
invalidated by the existing data. Using the Schur complement (Zhang,
2006), in conjunction with Eqs. (17), (11), and (12), the invalidation of
the model in Fig. 1 can be formulated as a conventional optimisation
problem, with a linear objective function, constrained by linear matrix
inequalities (LMIs), which can be efficiently solved using standard
solvers. This optimisation problem can be stated as follows:

min
{𝐝,𝐰}⊂R𝑁

𝑓 (𝛿, 𝑑max)

s.t.
[(

𝑇𝑊𝛥
𝑇𝐺𝑇𝐮

)⊺
𝑇𝑊𝛥

𝑇𝐺𝑇𝐮 𝑇𝐰
𝑇𝐰 𝛿2𝐼

]

> 0
[

𝑑2max 𝐝⊺
𝐝 𝐼

]

> 0,

(18)

where 𝐝 = 𝐲 − 𝐰 − 𝑇𝐺𝐮, and 𝑓 (𝛿, 𝑑max) denotes the objective function.
In particular,

𝑓 (𝛿, 𝑑max) = 𝛼𝛿𝛿 + 𝛼𝑑𝑑max, (19)

where 𝛼𝛿 and 𝛼𝑑 are positive tuning constants. In particular, if 𝛼𝛿 (𝛼𝑑)
is set to zero, the optimisation is solely performed over 𝛼𝑑 (𝛼𝛿), while
𝛼𝛿 (𝛼𝑑) is given in the LMI-based formulation in Eq. (18) as a known
fixed parameter, rather than an unknown optimisation variable. Thus,
a-priori information on the system and process are required to define 𝛼𝛿
r 𝛼𝑑 as known fixed variables in the optimisation problem (or process).
he optimisation problem presented in Eq. (18) can be solved using
tandard LMI solvers, such as YALMIP (Löfberg, 2004, 2023), alongside
eDuMi (Sturm, 1999), as considered for this study.

.3. Practical considerations

It should be noted that the optimisation problem described in
q. (18) depends on obtaining output signals from convolution kernels
nd input signals, as shown in Eq. (17). However, this approach as-
umes zero initial conditions, which can lead to significant deviations
etween simulated and experimental data. To account for the impact of
nitial conditions on the comparison between simulated and experimen-
al data, this study proposes a modification of the objective function by
ntroducing the initial condition as a new optimisation variable in the
et of LMIs. To this end, the error between simulated and experimental
ata is expressed as:

= 𝐲 −𝐇𝐺𝑥0 − 𝑇𝐺𝐮, (20)

here,

𝐺 =

⎡

⎢

⎢

⎢

⎢

⎢

⎣

𝐶d
𝐶d𝐴d
𝐶d𝐴2

d
⋮

𝐶d𝐴𝑛−1
d

⎤

⎥

⎥

⎥

⎥

⎥

⎦

(21)

nd 𝑥0 ∈ R𝑛 is a new optimisation variable, denoting the unknown
nitial condition of the system.

Assuming 𝐞1 is the initial element of the truncated error signal 𝐞,
.e. the error signal at the initial discrete time index, another set of
MIs can be added to the original problem in Eq. (18), as follows:

𝜖 < 𝐞1 < 𝜖, (22)

here 𝜖 denotes an additional LMI optimisation variable. Then, the
inal objective function is expressed as:

(𝛿, 𝑑max) = 𝛼𝛿𝛿 + 𝛼𝑑𝑑max + 𝜖. (23)

he modified objective function optimises both 𝛿 and 𝑑max, while
imultaneously estimating the initial condition 𝑥0.

Note that introducing additional optimisation variables for un-
nown initial conditions has a minimal impact on the complexity of the
5

roblem. The primary drivers of complexity are the unknown vectors
and 𝐰 (typically contributing variables on the order of magnitude

of 10–100), while accounting for the dimension of the state vector
(𝑛) for initial conditions adds only moderate complexity (additional
variables on the order of magnitude of 1–10). Moreover, in most cases,
particularly when working with randomly selected sections of long
experiments, as in Section 5 of this study, assuming known initial
conditions is not feasible.

Thus, to summarise the methodology for verifying the experimen-
tal consistency between a nominal model plus an uncertainty model
with a set of experimental data (i.e., to test invalidation), the pro-
cess involves the utilisation of the optimisation problem presented in
Eqs. (18), (20), and (23). Solving this optimisation problem yields
optimal (minimum) values for 𝛿, 𝑑𝑚𝑎𝑥, and 𝑥0, and the corresponding
ectors 𝐝 and 𝐰. When the LMIs are feasible, it indicates that consis-
ency can be assured using, at least, the optimal (minimum) bounds
btained from the LMI-based optimisation problem. Conversely, when
he optimisation is infeasible, it implies that there are no possible
ounds for 𝛿, 𝑑𝑚𝑎𝑥, and 𝑥0, under the considered assumptions, that can
uarantee consistency.

. Experiment design for input–output acquisition in WEC systems

The methodology for acquiring input–output pair data in WEC
ystems involves a two-step process. Firstly, the system motion is
locked and, using a force sensor, a fixed-body experiment is conducted
o measure the excitation force, which serves as the input signal.
econdly, using a motion (position) sensor, a free-body experiment is
arried out to measure the WEC motion, which represents the output
ignal. Both experiments use the same wave realisation, meaning that
hey have the same time trace. To ensure synchronisation, an initial
rigger signal (pulse) is employed, indicating the precise moment the
ave is launched in both experiments. It is important to note that

his methodology differs from signal acquisition in general engineering
pplications, where input and output signals are typically acquired
imultaneously. In this study, the assumptions of linear potential flow
heory, commonly employed in the field of WECs, are adhered to.
hese assumptions support the consistency of the excitation force mea-
urement with the fixed-body experiment (García-Violini et al., 2021).
owever, it is important to acknowledge that, in extreme sea condi-

ions, beyond the scope of this study, the fixed-body experiment may be
ubject to limitations, due to potential nonlinear hydrodynamic effects.
hese effects could necessitate the development of a more intricate
odelling framework. Considering a WEC system with angular motion,
ith regard to the prototype considered for the experimental assess-
ent shown in Section 5, the introduced two-step methodology for
EC systems, is depicted in Fig. 2, with the first and second stage tests

llustrated in the left- and right-hand panels, respectively. The described
wo-step experiment is not specific to any particular WEC structure
r architecture. Rather, the difficulty of measuring motion and (wave
xcitation) torque/force simultaneously is an inherent characteristic
f WEC technologies, requiring the estimation of excitation force in
ontrol systems for WECs. As described in Fig. 2, it should be noted
hat, in order to measure the forces experienced by the buoy due to
ydrodynamic interactions, the PTO shaft is locked in position, clearly
llustrated in Stage 1 of Fig. 2 with a red lock. Thus, although the back
ide (locking extreme) of the PTO is blocked, the forces experienced by
he buoy are transmitted directly to the load cell. With multiple PTO
ystems, a fixed-body experiment requires simultaneously locking all
he PTO subsystems while measuring the excitation force as a vectorial
uantity, as elaborated in Faedo et al. (2023).

In experimental WEC applications, and mainly in laboratory appli-
ations, several external (to the WEC system or prototype) sources of
ncertainty are inherent in the experiments, and can have a significant
mpact on measurements. One such source is the wave maker, which is
esponsible for generating the waves that are used to excite the WEC.
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Fig. 2. The two-step methodology considered for WEC systems.

The wave maker accuracy and repeatability can influence the measured
responses, particularly for higher-order wave spectra. Reflected waves,
which are caused by wave energy reflecting back from the boundaries
of the experimental tank, can also impact the measurements. Active and
passive absorption techniques are often employed to reduce reflected
waves; however, these mechanisms can also affect final signal acqui-
sition. Another potentially significant source of uncertainty relates to
the synchronisation trigger, relating to the (time) alignment of input
and output measurements. Similarly, structural vibrations induced by
the wave tank motion, or the structural platform in the tank, can also
introduce additional uncertainty. While these sources of uncertainty
should not be neglected, they are external to the WEC system and thus
uncorrelated with the system dynamics, similar to sensor noise.

5. Experimental assessment of WEC systems using an invalidation
method

This section discusses the results obtained from the application of
the invalidation algorithms presented in Section 3.

5.1. Experimental setup

The experimental data used for this analysis is collected during tank
tests conducted at Aalborg University in Denmark. Fig. 3 shows the
most relevant dimensions of the wave basin used in the experiments.
The depth of the water in the tank is 0.9 m.

The experimental setup utilised for acquiring the data is shown in
Fig. 4, including a photograph and a schematic of the prototype system,
on the left- and right-hand sides, respectively. This experimental infras-
tructure has been previously utilised in various studies, including (Ferri,
Sichani, & Frigaard, 2012) and García-Violini, Peña-Sanchez, Faedo,
Ferri, and Ringwood (2023). For data acquisition, a real-time software
architecture is used, implemented through the Matlab/Simulink Real-
Time Toolbox (version 2016b). A comprehensive description of the
experimental setup including, for example, the WEC prototype, sensing
and actuation systems, hardware computer and acquisition, and wave
basin dimensions, can be found in García-Violini et al. (2021). It should
be noted that the prototype used in this study is based on the Wave
Star WEC system (Hansen & Kramer, 2011), a well-established WEC
concept in the wave energy field. As shown in Fig. 4, the main hardware
components involved in this study are a load cell and a laser-based
position sensor, indicated in Fig. 4 with references 3 and 4. However,
it must be noted that some components, such as the PTO system (1
in Fig. 4), are not directly involved in the experimental assessment
presented in this study, though its dynamic response can affect the
overall dynamical behaviour. Specifically, in this study, the PTO system
6

Fig. 3. Sketch of the wave basin in Aalborg University with the most relevant
dimensions (in meters). The location of the WEC prototype is also shown. The location
of the wave maker and the beach (wave absorption) is shown on the right- and left-hand
side, respectively.

Fig. 4. Photograph (left) and schematic of the WEC system (right). The principal
components are indicated. The bridge, illustrated in Fig. 3, is shown in the photograph.

remains inactive, distinct from its traditional role as an actuation
channel in standard control problems. Nevertheless, during the free-
body experiment, the PTO system can affect the general dynamic of the
system. To reduce the influence of the PTO system on system dynamics,
in this study, the PTO driver operates in force control mode with a 0
𝑁 reference force, effectively mitigating the impact of different loading
factors.

The main physical dimensions of the prototype are indicated in
Table 2, where SWL and CoG represent still water level, and centre
of gravity, respectively.

5.2. Sea-states

Four different irregular sea-states (SS1–SS4) are considered for the
experimental study, as inspired by the experiments in García-Violini
et al. (2021). These sea-states are generated using a JONSWAP spectral
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Table 2
Dimensions, relative to the still water level (SWL), and mass properties for the 1/20th
scale Wavestar device.

Parameter Value [Unit]

Arm mass 1.157 [kg]
Arm MoI (at CoG) 0.0606 [kg m2]
Float mass 3.075 [kg]
Float MoI (at CoG) 0.001450 [kg m2]
Float diameter (at SWL) 0.256 [m]
Float draft 0.11 [m]

Table 3
Significant wave heights (𝐻𝑠) and peak periods (𝑇𝑝) of the four considered sea
states.

Sea state 𝐻𝑠 [m] 𝑇𝑝 [s]

SS1 0.0520 1.836
SS2 0.1042 1.836
SS3 0.0625 1.412
SS4 0.1042 1.412

Fig. 5. Spectral power density for sea states SS1 to SS4.

ensity function with a peak shape parameter of 𝛾 = 3.3 (Hassel-
mann, 1973). Table 3 lists the significant wave heights (𝐻𝑠) and peak
periods (𝑇𝑝) of the four considered sea-states. The energy content of
the sea-states is determined by their power spectral density functions,
denoted by 𝑆1−4

𝜂𝜂 (𝜔) for SS1–SS4, respectively. Fig. 5 shows the average
theoretical) power spectral density of the sea-states.

.3. Data acquisition

One 350 s realisation is considered for each sea-state, with data
cquisition performed with a sampling frequency 𝑓𝑚 = 1 kHz. Fig. 6

shows a close-up of the acquired data between 110 and 125 s, which
shows that the system dynamics are well covered with the considered
sampling frequency. Acquired values of excitation torque, 𝜏, and angu-
lar velocity, 𝜃̇, are shown (respectively) in the upper and bottom plots
in Fig. 6. It is important to note that, as generally considered in control
problems for WEC systems, the system velocity (angular in this study)
is considered in this study as the system output.

Note that data acquisition with 1 kHz ensures effective and accurate
capture of the system dynamics. However, to guarantee a tractable
optimisation problem, downsampling is used to reduce the amount of
data, while preserving the key system dynamics (this is discussed in
Section 5.6). In addition, a 350-second experiment duration, also con-
sidered in similar studies (e.g., García-Violini et al. (2021)), achieves
high statistical consistency, even with one sea state realisation.

5.4. Nominal models

For this study, the standard torque-to-velocity mapping, defined as
follows:

𝐺𝑖(𝑠) =
𝛩̇𝑖(𝑠) (24)
7

𝑖(𝑠) (
Fig. 6. Input and output signal acquisition for typical realisations of SS1 to SS4.

s considered, where 𝛩̇𝑖(𝑠) and 𝑖(𝑠) are the Laplace transforms of the
ystem angular velocity (𝜃̇(𝑡)), and wave excitation torque (𝜏(𝑡)), re-
pectively. Using standard model definition methodologies throughout
he WEC literature, three nominal models are considered, labelled as
1(𝑠), 𝐺2(𝑠), and 𝐺3(𝑠). Firstly, considering the same guidelines outlined

n, for example, García-Violini, Peña-Sanchez et al. (2020), a model
ased on system identification methods is considered, identified as
1(𝚥𝜔). In order to obtain this model, a set of experiments is conducted
here the fluid–structure interaction is studied using different input

hirp signals, with sufficient spectral content and adequate amplitude.
he excitation signals (synthesised via the control force), are applied
hrough the PTO channel, in the absence of waves, i.e. the wavemaker
s inactive. The interested reader is referred to García-Violini, Peña-
anchez et al. (2020) for a complete discussion about the system
dentification methodology considered for the computation of 𝐺1(𝚥𝜔).
econdly, system 𝐺2(𝚥𝜔) is obtained following a standard first-principles
odelling procedure based on Cummins’ Equation (see Eq. (1)), where

he radiation system is computed using BEM-based software (NEMOH
or this study (LHEEA & NEMOH-Presentation, 2017)), and the main
tructural dimensions presented in Table 2 (see for example Davidson,
iorgi, and Ringwood (2013)). One key point to highlight is that the
ost widely used approach for obtaining nominal models is via Cum-
ins’ Equation and the associated general hydrodynamic modelling

ssumptions, as documented in the literature and performed for the
omputation of 𝐺2(𝚥𝜔). Finally, as generally performed in practice,
3(𝚥𝜔) is obtained by applying an ‘ad-hoc’ correction of the moment of

nertia 𝐼 in 𝐺2, originally obtained from NEMOH, to achieve a better
verall fit (see for example Davidson, Giorgi, and Ringwood (2015)).
he frequency-responses of 𝐺1, 𝐺2, and 𝐺3 are illustrated in Fig. 7. A
oteworthy aspect is that, when manually tuning the inertia in 𝐺3, a
ood match is achieved between 𝐺1 and 𝐺3 above the system resonance
requency, but there is also a good fit below the resonance frequency
etween 𝐺1 and 𝐺2. It is noteworthy that the methodologies considered
or characterising systems 𝐺2(𝚥𝜔) and 𝐺3(𝚥𝜔) are widely used in the
iterature for wave energy conversion (WEC) systems, whereas the
pproach employed for 𝐺1(𝚥𝜔) is not commonly utilised. Nonetheless,
he model for 𝐺1(𝚥𝜔) can incorporate dynamic effects beyond hydrody-
amical interactions, such as PTO dynamics. It is important to note that
he (linearising) assumption for the Cummins’ model is that there are
nfinitesimally small variations in position/velocity (modelling para-
ox (Windt et al., 2021)), while the model resulting in 𝐺1 is specific to
he amplitude of oscillation used (see Farajvand, García-Violini et al.
2023)). For a detailed discussion on the identification and modelling-
ased methodologies in WEC systems, the interested reader is referred
o Davidson et al. (2013, 2015) and García-Violini, Peña-Sanchez et al.

2020).
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Fig. 7. Frequency responses of the three considered nominal models.

5.5. ETFE and uncertainty estimation

To experimentally characterise the system, a set of empirical trans-
fer function estimates (ETFEs) is computed using the acquired input–
output pairs, obtained from all the fixed- and free-body wave-based
tests. For each sea-state (indexed as 𝑖 = 1, 2, 3, and 4), the excitation
torque input 𝜏𝑖(𝑡), and the corresponding angular velocity output 𝜃̇𝑖(𝑡),
are used to define the set of ETFEs as:

𝐺̂𝑖(𝜔) =
𝛩̇𝑖(𝜔)
𝑖(𝜔)

, (25)

where 𝛩̇𝑖(𝜔) and 𝑖(𝜔) are the Fourier transforms of the system’s
angular velocity (𝜃̇(𝑡)), and wave excitation torque (𝜏(𝑡)), respectively.
An important consideration is that, in this study, ETFEs are denoted by
the hat symbol ∧, e.g. 𝐺̂𝑖, while the nominal systems, i.e. 𝐺1−3, are not
(no ∧). Moreover, for the sake of simplifying the understanding of this
document and to maintain consistency with the introduced notation,
the symbol 𝛩̇ in Eq. (25) represents the Fourier-transformed of the
angular velocity 𝜃̇, introduced in Eq. (1), rather than the derivative in
the frequency spectrum. Here, 𝜔 ∈ R represents the angular frequency
in rad/s. Fig. 8 shows each ETFE, evaluated from the measured data.
The ETFEs show lower variance (‘cleaner’ behaviour) within the range
of significant spectral content provided by the incident waves, which
is approximately between 2 and 6 rad/s (see also Fig. 5). In addition,
in Fig. 8, beyond the frequency with significant frequency content, the
responses are noisy, with no defined trend. In Fig. 8, unfiltered raw data
previews, underlining the motivation for conducting an invalidation
analysis to select the best WEC model, are provided. Importantly, the
curves in Fig. 8 do not influence the invalidation procedure presented
in this study. Furthermore, for a stochastic description and analysis of
the results in Fig. 8, cross-correlation-based analysis can be employed,
although this is beyond the scope of this study. The erratic ampli-
tude behaviour observed before 2 rad/s, and after 6 rad/s, in Fig. 8
is generated by several factors, including PSD variability introduced
by stochastically synthesised excitation torques derived from filtered
white noise. Additionally, the low-frequency amplitude responses are
particularly affected by FFT resolution (inversely proportional to the
experiment length). It is essential to emphasise that the observed peak
at 0.4 rad/s for 𝐺2 and 𝐺4 does not signify specific system dynamics.
Additionally, despite the apparent smoothness of signals in Fig. 6, these
signals, derived from filtered white noise for synthesising irregular
waves, exhibit quasiperiodic patterns that significantly influence the
8

denominator of Eq. (25), particularly during minimal system motion. r
Fig. 8. ETFE for SS1-4.

The two-step experiments introduce external disturbances such as re-
flections, refractions, and synchronisation issues, further impacting the
spectral content in Fig. 8.

Thus, based on the three nominal models considered, 𝐺1(𝑠), 𝐺2(𝑠),
nd 𝐺3(𝑠), and each ETFE, 𝐺̂𝑖(𝚥𝜔) , with 𝑖 = {1, 2, 3, 4}, the general
ncertainty nature can be estimated. To that end, based on the experi-
ental responses and considering the multiplicative structure presented

n Fig. 1, the uncertainty set can be approximated as follows:

𝛥(𝜔)| = max
𝑖, 𝑗

|

|

|

|

𝐺𝑗 (𝚥𝜔) − 𝐺̂𝑖(𝜔)
𝐺𝑗 (𝚥𝜔)

|

|

|

|

, (26)

with 𝑖 = {1, 2, 3, 4} and 𝑗 = {1, 2, 3}. Eq. (26) is a well-established
efinition commonly used to describe systems with added multiplica-
ive uncertainty, especially within the framework of robust control (see,
or example, Sanchez-Peña and Sznaier (1998)). It provides a standard
ay to quantify the relative difference between the nominal transfer

unction and the experimental transfer function. The result of applying
q. (26) can be found in Fig. 9. It is important to note that Fig. 9
resents two distinct scenarios. Firstly, from a cursory examination of
ig. 8, it is evident that there is significant variability in the high-
requency part of the spectrum. While this variability could be due to
ynamic processes, at this stage of the study it is impossible to distin-
uish between exogenous noise and dynamic uncertainty. Secondly, an
ncrease in uncertainty can be observed at lower frequencies, which
an be attributed to the numerical limitations of the Fourier transform,
mplemented using a well-established FFT algorithm. Therefore, an
nfinite-length experiment would be required to achieve good low
requency resolution. Furthermore, a high level of confidence can be
ssumed for the lower frequency dynamics, as null velocity is obtained
f a constant force is applied to the system (𝜔 → 0 rad/s), due to
lementary interactions, such as a spring-damper dynamic (buoyancy
nd radiation). This implies relatively complete knowledge for 𝜔 = 0
ad/s.

To address the uncertainty estimation features mentioned in the pre-
ious paragraphs, in accordance with the structure presented in Fig. 1,
ive different uncertainty weighting functions are considered, labelled
s 𝑊 𝑘

𝛥 (𝑠) with 𝑘 ∈ {1, 2, 3, 4, 5}. Specifically, four of these weighting
unctions indicate the high frequencies for dynamic uncertainty, while
t low frequencies, each 𝑊 𝑘

𝛥 (𝑠) assigns greater significance to external
oise. Additionally, a unitary weighting function, 𝑊 4

𝛥 (𝑠), is included to
venly distribute the same level of influence/importance to both noise
nd dynamic perturbation. The sigma plots (magnitude of the frequency
esponse) of each 𝑊 𝑘(𝑠) are illustrated in Fig. 10.
𝛥
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Fig. 9. Uncertainty estimation based on the considered nominal models and the
computed ETFE.

Fig. 10. Magnitude of the frequency response of each 𝑊 𝑘
𝛥 (𝑠).

Fig. 11. Downsampling procedure applied to both the excitation torque and system
velocity.

5.6. Model invalidation setup

In order to apply the methodologies discussed in Section 3, two
important considerations must be made. Firstly, it should be noted
that the acquired signals have a sampling rate of 𝑓𝑚 = 1 kHz, which
makes the application of LMI-based algorithms, in particular for model
invalidation, impractical, due to the excessive number of data points.
To address this issue, a downsampling procedure is applied to obtain
a more tractable data set size. Specifically, a downsampling factor of
100 is used, resulting in an effective sampling rate of 𝑓 𝑒

𝑚 = 10 Hz
= 20𝜋 rad/s. Notably, this reduction in sampling rate does not affect
the integrity of the procedure, as both the typical wave frequencies
(inverse of typical period 𝑇𝑝) and nominal system resonance frequencies
are significantly below 10 Hz (1 Hz approximately). Fig. 11 shows
a comparison between the original acquisition and the subsequently
downsampled signals for both the excitation torque and the system
velocity.

To prepare the signals for the LMI-based procedure presented in
Eq. (18), and to make the most of the large amount of available data,
this study analyses the complete set of data using a sliding window of
length 10 s. The window is used to scroll through all the data from 𝑡 = 0
s to 𝑡 = 340 s, which is the total length of the data minus the window
length. Thus, for each iteration, i.e. sliding window position, the set
9

Fig. 12. General methodology for the application of the presented invalidation
procedure.

of LMIs presented in Eq. (18) is solved. The general methodology is
illustrated in Fig. 12 for all the sea-states, where the sliding window is
indicated with a shadowed-area.

5.7. Model invalidation results

The set of LMIs in Eq. (18) is solved using the objective function
presented in Eq. (23). Since there is no estimation or a-priori knowledge
of external noise sources, i.e. measurement noise, reflections, and/or
inaccuracies in the wave maker (see Section 4), in this study, five
LMI optimisation variables, i.e. signals 𝑤 and 𝑑, the bounds 𝛿 and
𝑑max, and the initial condition 𝑥0, as presented in Fig. 1 and Eqs. (18)
and (23), are considered in the optimisation problem, to achieve the
smallest norm of parameters that does not invalidate the experiments
and models, i.e. verify experimental consistency. Thus, as an engineer-
ing criterion, dynamical uncertainty is weighted 10 times more than
uncorrelated external factors which, in analytical terms, is achieved
using 𝛼𝛿 = 0.1 and 𝛼𝑑 = 1, as presented in Eq. (23). It should be noted
that the analysis includes a total of 204,000 cases, taking into account
the three nominal models, five uncertainty weighting functions, four
sea-states, and 3400 positions for the sliding windows (with 3500
samples per time trace and 100 samples per sliding window). Thus, for
each optimisation run, a set of five variables is obtained:
{

𝛿∗, 𝑑∗max, 𝐰∗, 𝐝∗, 𝑥∗0
}

, (27)

where 𝛿∗, 𝑑∗max, 𝐝∗, 𝐰∗, 𝑥∗0 denote the optimal values obtained by
solving the set of LMIs in Eqs. (18) and (23), to optimally guarantee
model and experimental consistency.

By way of example, the results of applying the proposed methodol-
ogy, considering 𝐺1(𝑠), SS1–SS2, and 𝑊 5

𝛥 (𝑠), are shown in Fig. 13 using
a dispersion plot, where each individual circular marker represents the
solution, in terms of 𝛿∗ and 𝑑∗max, for one sliding window. The results
in Fig. 13 show the obtained optimal values of 𝛿∗ and 𝑑∗max for each
location of the sliding window, i.e. 3400 locations, with the results for
SS1 and SS2 presented on the left- and right-hand side, respectively.
At first glance, the results in Fig. 13 suggest that the dispersion level
for SS2, which is a more energetic sea-state compared to SS1, is large.
This observation indicates the interconnection between displacement
demand and uncertainty level in WEC systems, as discussed in Section 1
(see Windt et al. (2021)).

In Fig. 14, the time traces obtained from the invalidation proce-
dure, 𝐰∗ and 𝐝∗, are shown, along with the input and output signals,
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Fig. 13. Dispersion analysis on the obtained optimal values for 𝛿∗ and 𝑑max, with 𝐺1(𝑠),
𝑊 5

𝛥 , and SS1 (left) and SS2 (right).

Fig. 14. Input (a) and output (b), and perturbation and noise (c) time traces obtained
with 𝐺1(𝑠), 𝑊𝛥(𝑠) and 𝑆𝑆1. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)

considering 𝐺1(𝑠), SS1, and 𝑊 5
𝛥 (𝑠), as an example. Specifically, the

top (a), middle (b), and bottom (c) plots in Fig. 14 correspond to
the input signal (excitation torque, in [Nm] ), output signal (angular
velocity, [rad/s]), and perturbation and noise (external signals, in
[rad/s]), respectively. In Fig. 14(a), the dashed-black and green-solid
lines correspond to the excitation torque signal 𝜏, acquired using 𝑓𝑚 = 1
kHz, and the downsampled excitation torque signal 𝜏𝑑 , obtained using
𝑓 𝑒
𝑚 = 10 Hz, respectively. In Fig. 14(b), the dashed-black line indicates

the system velocity 𝜃̇, acquired with 𝑓𝑚 = 1 kHz, the solid-green
line denotes the discrete-time nominal angular velocity 𝜃̇𝑑 , synthesised
using 𝜏 and the discrete version of 𝐺1(𝑠), while the solid-brown line
illustrates the angular velocity reconstruction obtained by adding 𝜃̇𝑑
and the obtained perturbation, 𝑤, and noise, 𝑑, signals. Finally, in
Fig. 14(c), the discrete time traces of the obtained perturbation signal,
𝑤, and the exogenous noise, 𝑑, are shown using green and brown
solid lines, respectively. Additionally, note that reconstruction of the
experimental output by adding 𝜃̇𝑑 , 𝑤, and 𝑑 signals provides evidence
that the assumptions made in Eq. (18) are verified. Furthermore, upon
examination of Fig. 14(c), and comparing the magnitudes of 𝑑 and
𝑤, it is evident that the noise level is considerably lower than the
perturbation level, thus satisfying the design requirement described in
Section 5.7.

As an additional verification step, considering 𝐺1(𝑠), SS1, and
𝑊 5

𝛥 (𝑠), in Fig. 15, the time traces obtained for 𝑤 (top) and 𝑑 (bottom)
are shown for two sliding windows shifted by 4 s, i.e. 200–210 s and
10
Fig. 15. Analysis of perturbation and noise signals obtained with two sliding windows
shifted 4 s. (For interpretation of the references to colour in this figure legend, the
reader is referred to the web version of this article.)

Fig. 16. General behaviour of a log–logistic distribution and the percentile of value p.

204–214 s. In Fig. 15, dark and light coloured lines indicate the results
for window 1 (200–100) and window 2 (204–214), respectively, while
the colours for 𝑤 and 𝑑 are green and brown, respectively, in agreement
with the colour code considered for the bottom plot of Fig. 14. Note
that, in Fig. 15, the initial conditions for both perturbation and noise,
i.e. 𝑤 and 𝑑, are set to zero by the optimisation process, as there are
no available estimates, unlike the nominal system, which utilises the
optimisation variable 𝑥0 to estimate the initial condition of the system.
However, from an overall perspective, it should be noted that there is
an approximate convergence time of 1 s between the results obtained
for each sliding window (from 204 s to 205 s), indicating consistency
of the algorithm.

To take advantage of the large amount of data obtained, as a conse-
quence of the extended duration of the experimental tests, in this study,
a statistical interpretation of the invalidation results is performed. To
this end, a histogram-based analysis is utilised. Specifically, a set of
histograms is generated by counting the number of occurrences of each
optimal solution for 𝛿∗ and 𝑑∗max, for each particular position of the
sliding window. This procedure is performed for each nominal model,
uncertainty weighing function, and sea-state. Furthermore, a sufficient
number of bins is considered in order to obtain good approximation of
a continuous statistical distribution. In particular, without loss of gener-
ality, the log-logistic statistical distribution is used to approximate the
results obtained in the histograms, in accordance with the asymmetric
nature of the results. The selection of the log-logistic distribution is not
based on specific physical justification, but rather on an examination
of various statistical distributions, including, for example, the Rayleigh
distribution. The log-logistic distribution was chosen due to its better
fit to the obtained histograms. In Fig. 16, the general behaviour of a
log-logistic statistical distribution is shown. In contrast to, for example,
a normal distribution, Fig. 16 highlights the non-symmetric shape of a
log-logistic distribution.

Fig. 17 presents the histogram analysis for the results of 𝛿∗ and 𝑑max
and their log-logistic approximations, obtained from the analysis of SS1
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Fig. 17. Histogram analysis for the results of 𝛿∗ and 𝑑max for SS1 and SS2, considering 𝐺1−3 with 𝑊 1−5
𝛥 . (For interpretation of the references to colour in this figure legend, the

reader is referred to the web version of this article.)
and SS2, illustrated using black bars and solid-black line (distribution),
and green bars and dashed-green line (distribution), respectively. The
analysis in Fig. 17 is conducted using 𝐺1-𝐺3 in conjunction with 𝑊 1

𝛥 -
5
𝛥 . As mentioned for the results in Fig. 13, it can be noted that, in

eneral, more uncertainty and noise levels are estimated for SS2, which
s the most energetic sea-state under analysis in Fig. 17. Furthermore,

5
𝛥 which, in accordance with the assumptions discussed in Section 5.5

s the weighting function with the lowest magnitude for 𝜔 ↦ 0,
chieves the lowest values of dynamical uncertainty, for virtually all
he considered cases. In addition, it is important to note that the results
btained for SS1 exhibit a higher degree of focus (peakiness) compared
o those obtained for SS2. The larger uncertainty and noise sets for SS2,
esulting from the extended WEC motion, relative to SS1, account for
his observation. However, despite the larger variability in SS2 results,
he area enclosed by the bars (summation of the occurrences) in both
ases is identical, owing to the same number of cases analysed for both
S1 and SS2.

One key point to highlight is that selecting a specific value, such
s the peak location in the curves shown in Fig. 17, to define a robust
ontrol-oriented model (see Eqs. (10) and (12)), can lead to invalidation
f the model assumptions for some cases, unless the maximum values
f 𝛿∗ and 𝑑∗max are chosen. To be more specific, for instance, if the case
haracterised by 𝐺1 and 𝑊 5

𝛥 is considered, the location of the peak of
he curves is at 𝛿∗ ≈ 0.47 and 𝑑∗max ≈ 0.20 for SS1, and 𝛿∗ ≈ 0.83 and
∗
max ≈ 0.30 for SS2. However, if these values are used to define the
ystem (as in Eqs. (10) and (12)), then any case where the obtained
alues of 𝛿∗ and 𝑑∗max are larger would invalidate the experimental data,
nd the associated nominal system. However, defining a model based
n the maximum obtained values for 𝛿∗ and 𝑑∗max, to ensure consistency
ith all the analysed cases, can lead to an overly conservative model
hich, in general, is a generic weakness of standard robust control
esign procedures (Sanchez-Peña & Sznaier, 1998).

In this context, this study proposes a methodology that considers
ercentiles of the obtained estimation for each distribution, shown in
ig. 17. As depicted in Fig. 16, the p-percentile represents the area
nder the curve where p% of the cases fall. Considering 𝑊 1

𝛥 -𝑊 5
𝛥 , 𝐺1-

3, SS1-SS4, Fig. 18 shows the values obtained in the 50-percentile
top) and 90-percentile (bottom) cases, for 𝛿∗ (left) and 𝑑∗max (right).
n Fig. 18, each 𝑊 𝑖

𝛥 is indicated with a different colour, while each
ominal model is represented with a solid box, a red line, and an
mpty box for 𝐺1, 𝐺2, and 𝐺3, respectively. In general, the results in
ig. 18 indicate that model 𝐺1 is more adequate, compared to 𝐺2 and
3, in terms of reducing the uncertainty bound. However, for some
ases, such as SS3, 𝐺2 is more appropriate. This fact highlights the
undamental essence of the invalidation paradigm, which emphasises
11
Fig. 18. Percentile analysis from the histogram results in Fig. 17. (For interpretation
of the references to colour in this figure legend, the reader is referred to the web
version of this article.)

the importance of choosing the most suitable model based on the
experimental conditions. Certain features of the experiment, such as the
spectral content of the input signals, can reveal certain characteristics
of the models that make them more or less appropriate than others.
In terms of the resulting noise bounds, model 𝐺2 is generally more
appropriate, although the noise bounds are significantly lower than
those obtained for the uncertainty and, as previously discussed, cannot
impact on closed-loop stability. From the results in Fig. 18, it can be
noticed that the similarities obtained for 𝐺1 and 𝐺2 can be explained
by the equivalent frequency response in the band below 6 rad/s, as
shown in Fig. 7. In contrast, 𝐺3 generally provides lower performance,
in terms of 𝛿∗ and 𝑑∗max.

6. Control implications for WEC systems

This section presents an analysis of the practical implications of
including uncertainty models in WEC control performance, specifi-
cally in terms of energy absorption. The analysis considers the uncer-
tainty and external noise estimation results obtained in Section 5. Two

control structures, namely a closed-loop control structure, defined as
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Fig. 19. Control structures. (a) LiTe-Con and (b) PI controller.

proportional-integral (PI) control (Falnes, 2002), and an open-loop con-
trol structure known as LiTe-Con (García-Violini, Peña-Sanchez et al.,
2020; García-Violini et al., 2021), are examined. These control struc-
tures, due to the nature of the loop architectures that implement them,
highlight different characteristics of models with dynamical uncer-
tainty. The interested reader is referred to Falnes (2002) and García-
Violini et al. (2021) for a detailed discussion about the controller
structures PI and LiTe-Con, respectively. In this study, both control
schemes are described from an overall perspective. In Fig. 19 (a) and
(b), the LiTe-Con and PI control schemes are shown, respectively. It
is important to note that the implementation of LiTe-Con requires an
estimate of the wave excitation torque. However, for the purpose of
this study, perfect knowledge of the wave excitation torque is assumed,
without loss of generality, to focus on the essence of the analysis
technique. A variety of estimators for wave excitation torque/force is
available, with the interested reader referred to Peña-Sanchez, Windt,
Davidson, and Ringwood (2019). Note that, in this study, the excitation
torques, 𝜏1-𝜏4, corresponding to each sea-state, are acquired using a
fixed body experiment. This assumption does not affect the implications
or conclusions drawn in this study. Additionally, narrow-banded and
broad-banded control solutions (power absorption) are achieved with
the PI and LiTe-Con control schemes, respectively.

For this study, no motion constraints are considered. In addition, to
simplify the analysis and reduce the number of cases, only the combi-
nation of SS1-SS4 with the associated 𝜏1-𝜏4, 𝐺1 as nominal system, and
𝑊 5

𝛥 , are considered. Nevertheless, this selection of cases does not affect
the analysis, as the observations made from this case can be generalised
and applied beyond this illustrative case.

Based on the uncertainty and noise bound estimates in Section 5.7
for the 50-percentile case, presented in Figs. 17 and 18, a family of
models with dynamic uncertainty is built for 𝐺1(1 + 𝛥𝑊 5

𝛥 ), as shown
in Fig. 20, where the nominal system and 240 (60 cases for each
sea-state) models, given by the uncertainty definition corresponding
to each sea-state, are illustrated using dashed-green and grey lines,
respectively. For generating the families of models, the distribution
results and bounds in Fig. 17, for the case considered, are used.

6.1. LiTe-Con

Using a frequency-domain system identification algorithm (Faedo
et al., 2018), the LiTe-Con approximates the optimal control condi-
tion for the feedforward controller 𝐻𝑜𝑝𝑡(𝜔), given by the impedance-
matching condition (Falnes, 2002), with a LTI-stable and
implementable dynamical system 𝐾𝐿𝑇 (𝑠), i.e.:

𝐾𝐿𝑇 (𝑠)
|

|

|

|𝑠=𝚥𝜔
≈ 𝐻𝑜𝑝𝑡(𝜔), (28)

for 𝜔 ∈
[

𝜔𝑙 , 𝜔𝑢
]

, which represents the target frequency band for
the controller approximation, consistent with the spectral content of
12
Fig. 20. Family of models for 𝐺1(1 + 𝛥𝑊𝛥). The nominal model and the family of
models are shown using green and grey lines. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)

the waves. Then, the resulting control torque can be defined, in the
frequency domain, as follows:

𝑢(𝜔) = 𝐾𝐿𝑇 (𝚥𝜔) (𝜔). (29)

With the definition in Eq. (28), the resulting torque-to-velocity mapping
is:

𝑇 𝐿𝑇
𝜏↦𝜃̇

(𝚥𝜔) =
(

1 −𝐾𝐿𝑇 (𝚥𝜔)
)

𝐺(𝚥𝜔), (30)

for 𝜔 ∈
[

𝜔𝑙 , 𝜔𝑢
]

. The LiTe-Con provides a broadband control solution to
effectively deal with panchromatic sea-states, where the power spectral
density is mainly contained within

[

𝜔𝑙 , 𝜔𝑢
]

. The interested reader is
referred to García-Violini, Peña-Sanchez et al. (2020) for a detailed
discussion on LiTe-Con.

6.2. PI control

The PI controller represents a well-established standard feedback
control solution within the WEC control literature. The control torque
is computed as a standard linear combination of position and velocity
of the WEC system:

𝜏𝑢(𝑡) =
[

𝑘𝑝 𝑘𝑖
]

[

𝜃(𝑡)
𝜃̇(𝑡)

]

, (31)

which, using standard properties of the Laplace transform, can be
written as

𝐾𝑃𝐼 (𝑠) =
𝑘𝑝𝑠 + 𝑘𝑖

𝑠
, (32)

while the representation of the control torque in the frequency domain
is given by:

𝑢(𝜔) = 𝐾𝑃𝐼 (𝚥𝜔)𝛩̇(𝜔). (33)

The resulting torque-to-velocity mapping is:

𝑇 𝑃𝐼
𝜏↦𝜃̇

(𝚥𝜔) =
𝐺(𝚥𝜔)

1 + 𝐺(𝚥𝜔)𝐾𝑃𝐼 (𝚥𝜔)
. (34)

Based on the impedance-matching condition (see Falnes (2002)), an-
alytical conditions can be given to maximise the absorbed energy, in
unconstrained scenarios with monochromatic waves or a representative
single frequency (e.g. the frequency corresponding to the peak of
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Fig. 21. Torque-to-velocity mapping obtained with the designed PI and LiTe-Con
controllers.

the wave spectrum) in a panchromatic sea. Thus, the PI controller
parameters can be computed as follows,

𝑘𝑝 = R𝑒
{

𝛷(𝜔∗)
}

, 𝑘𝑖 = −𝜔∗I𝑚
{

𝛷(𝜔∗)
}

(35)

with R𝑒 and I𝑚 the real and imaginary part operators, where

𝛷(𝜔∗) = 1
𝑇 𝑜𝑝𝑡
𝜏↦𝜃̇

(𝜔∗)
− 1

𝐺(𝚥𝜔∗)
, (36)

nd 𝜔∗ is a particular frequency (e.g. the peak wave frequency), where
he energy absorption maximisation is targeted. Thus, the impedance-
atching condition is satisfied for 𝜔∗ with 𝐾𝑃𝐼 (𝑠).

6.3. Control performance

In the context of WEC systems, the effectiveness of energy maximis-
ing controllers is typically evaluated based on the absorbed energy.
Mathematically, the absorbed energy 𝐸 over a time interval [0, 𝑇 ]
with 𝑇 ∈ R+ can be represented as the integral of the instantaneous
mechanical absorbed power 𝑃𝑎𝑏𝑠(𝑡), as:

𝐸 = ∫

𝑇

0
𝑃𝑎𝑏𝑠(𝑡)𝑑𝑡 = ∫

𝑇

0
𝜃̇(𝑡)𝜏𝑢(𝑡)𝑑𝑡 (37)

where 𝑃𝑎𝑏𝑠(𝑡) denotes the instantaneous mechanical absorbed power.
The discrete-time case can be obtained by replacing the integral in
Eq. (37) with a summation. In particular, in this study, 𝑇 = 350 s
(the experiment length), with the performance of each controller is
evaluated based on the average absorbed power:

𝑃𝑎𝑏𝑠 =
𝐸
𝑇
, (38)

hich provides a statistically consistent measure of the absorption
ehaviour, taking into account the long duration of the time traces for
S1-4.

.4. Control results

The final torque-to-velocity mapping obtained with each control
cheme is shown in Fig. 21. In particular, for the PI controller 𝜔∗

s 4 rad/s, as the representative single frequency in accordance with
he typical periods of the sea-states in Table 3. In Fig. 21, it can be
13
Fig. 22. Dispersion analysis of the average absorbed power.

noted that each controller approaches the optimal condition, 𝑇 𝑜𝑝𝑡, with
the LiTe-Con achieving a wider power absorption bandwidth compared
with the PI controller.

As a consequence of considering dynamic uncertainty in the model,
the most remarkable result is in relation to closed-loop stability, in
the 𝐾𝑃𝐼 case. As 𝐾𝑃𝐼 is designed only for the nominal model, us-
ing Eq. (35), there are no guarantees of robust stability, as guar-
anteed in 𝐻∞-based controllers, such as mixed sensitives or loop-
shaping (Sanchez-Peña & Sznaier, 1998).

When examining the family of models presented in Fig. 20, it must
be mentioned that, for the models generated for SS1, SS2, SS3, and
SS4, 0%, 25%, 6.7%, and 20% of cases, respectively, resulted in an
unstable closed-loop, i.e. 0, 15, 4, and 12 cases for SS1, SS2, SS3,
and SS4, respectively. As a result, the power absorption calculation,
presented in the following, cannot include the performance of such
unstable closed-loop cases.

The power absorption obtained for 𝐾𝐿𝑇 and 𝐾𝑃𝐼 , with SS1-4, is
shown in Fig. 22. The central mark of each box on the subplots
(SS1-4) in Fig. 22 denotes the median, while the lower and upper
box edges represent the 25th and 75th percentiles, respectively. The
extensions to each box (above and below), show the most extreme
data points that are not considered outliers, while the outliers are
represented by individual data points marked with a + symbol, defined
as in The MathWorks (2021).

It can be noted, from Fig. 22, that a larger variation is obtained
with 𝐾𝐿𝑇 , compared with the variation obtained with 𝐾𝑃𝐼 . In general,
a larger value of mean absorbed power is obtained with the LiTe-
Con; however, in some cases, the LiTe-Con absorbs energy from the
grid instead of providing it, mainly for SS2 and SS4, which are the
most energetic sea states (largest uncertainty bounds). This undesir-
able characteristic of WEC energy consumption, has been also reported
in Garcia-Violini and Ringwood (2021) for a WEC model with un-
certainty, although considering a spectral-based control strategy. Note
that the larger absorption capability of 𝐾𝐿𝑇 is due to its broadband
nature. In addition, it is important to note that, even though the 𝐾𝑃𝐼
controller always provides positive power, a number of unstable cases
have been removed from the analysis. Thus, the results shown in Fig. 22
indicate that, without considering uncertainty in the dynamical models,
overestimation in performance can be obtained in the final performance
assessment.
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Note that existing literature has often prioritised the maximisation
of power absorption through different control methodologies, some-
times without due consideration for the essential aspect of closed-loop
stability. This work aims to underscore the significance of this critical
issue. Future developments in control must prioritise the creation of
controllers that can simultaneously guarantee optimal energy maximi-
sation and robust stability. Therefore, it is imperative for the reader
to recognise that a model incapable of predicting instability should be
avoided when considering applications in, for example, control.

7. Conclusion

Firstly, this study presents a methodology for building input–output
data sets in wave energy converters (WECs), based on a two stage
methodology. Secondly, a model invalidation methodology is presented
for WEC systems that is capable of separately analysing dynamical
uncertainty and external noise in the experimental data sets. The pre-
sented invalidation methodology analyses the results from a statistical
point of view, which leads to a less conservative analysis framework,
relative to standard results throughout the literature for model invali-
dation. The practical implications of considering dynamic uncertainty
in the models of WEC systems are discussed in terms of control per-
formance, specifically the absorbed energy. The study reveals that
failure to include dynamic uncertainty in the analysis may generate
performance overestimation. The importance of having a good dy-
namic description to achieve accurate estimates of experimental control
performance is primarily highlighted in this study. Furthermore, this
study underscores the need for closed-loop controllers for WEC systems
that simultaneously pursue energy maximisation and guarantee robust
stability, which is currently unavailable in the WEC literature.

In conclusion, the presented study provides a new and practical
framework for addressing the issue of dynamic uncertainty in WEC
systems. The study highlights the importance of incorporating this type
of uncertainty in the analysis of WEC control performance to avoid
overestimation of energy capture performance.
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