Abstract: Wave energy is a renewable energy source with the potential to contribute to the global electricity demand, but a remaining challenge is the survivability of the wave energy converters in harsh offshore conditions. To understand the system dynamics and improve the reliability, experimental and numerical studies are usually conducted. However, these processes are costly and time-consuming. A statistical model able to provide equivalent results is a promising approach. In this study, the digital twin of the CFD solution is developed and implemented for the prediction of the force in the mooring system of a point-absorber wave energy converter during extreme wave conditions. The results show that the digital twin can predict the mooring force with 90.36% average accuracy. Moreover, the digital twin needs only a few seconds to provide the solution, while the CFD code requires up to several days. By creating a digital analog of a wave energy converter and showing that it is able to predict the load in critical components during extreme wave conditions, this work constitutes an innovative approach in the wave energy field.
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1. Introduction

According to the European Commission [1], wave energy is considered part of the future energy mix. Many concepts of wave energy converters (WECs) have been developed [2–4], which transform the oscillatory motion of waves into electricity. However, the development of WECs has not yet reached a commercial scale. Especially, the survivability in extreme weather conditions must be proved, and efforts must be taken to reduce the levelized cost of energy (LCOE), which is currently high compared to offshore wind and other renewable energy technologies [5,6]. In the design stage of a WEC, the extreme response and loads need to be well-understood to mitigate the risk of device and mooring failure. In particular, the underestimation of extreme loads can lead to the failure of critical components resulting in high repair cost, whereas an overestimation contributes to higher structural costs.

The interaction of a WEC with high and steep waves involves large amplitude structural response and nonlinear dynamics. Potential flow methods are a standard approach to model wave–structure interactions; however, it can only be applied when small amplitude and nonsteep waves are considered [7]. For a deeper analysis in extreme wave conditions, high-fidelity computational fluid dynamics (CFD) codes are widely employed to provide accurate evaluation of the dynamics of WEC mechanisms by capturing viscous effects, wave breaking, slamming, overtopping, and large amplitude motions. The most widely used CFD-based approach is the incompressible two-phase Reynolds averaged Navier-Stokes simulations [8], implemented in several recent studies [9–14].

Digital twin (DT) technology is a major asset in the hands of engineers and currently poses a huge trend in many areas, because of its capabilities, enabling the implementation
of the fourth industrial revolution (Industry 4.0); however, many definitions of DT can be found in the literature [15–17]. As defined by [18] “a digital twin is a virtual representation of a system or asset that calculates system states and makes system information available, through integrated models and data, with the purpose of providing decision support over its life cycle.” According to Grieves [19], the DT constitutes three components: a physical product, a virtual representation of the product, and the interconnection between the physical and virtual states. This last component means that the virtual model is fed with data obtained from the physical product, while the information and processes from the virtual representation are the input to the physical. As stated by [20], in many sectors, there is a need to build approaches that will help not only in the initial stages of the design process of a product but also during the operation phase [21]. While in the initial phase, numerical simulation tools and lab-scale experiments are necessary; in the operational phase, the availability of real data bring advancements in the monitoring and improving operations during the life cycle of a product. During the last five years, an increasing interest for DT has been noticed in several fields in academia and industry [22], bringing the DT among the most promising technology trends according to [23].

In this work, we study a point-absorber WEC subjected to extreme wave conditions. The device consists of a surface buoy connected to a direct-driven linear generator via a taut-mooring system. The mooring force of the WEC is usually studied using CFD simulations; however, it demands high computational cost, which is leading to time-consuming solutions that are characterized by low flexibility and adaptability. This is due to the nature of CFD simulation, which is dominantly used for the WEC design, where when you change even one single parameter, new CFD simulation has to be performed, increasing the total cost of the solution and making it nonsustainable. In our application, a DT model is implemented with the purpose to eliminate the demand for numerous, time-consuming, and expensive CFD simulations during the design stage of a WEC. The DT developed in the current research work aims to model the mooring force of the WEC. In this way, the prediction of the mooring force can be obtained with less computational cost and saving valuable engineering time. The use of such a DT model will not only reduce the design time for WEC mechanisms but also increase the quality of the designed WECs. The DT methodology used in the current paper was adopted from the manufacturing domain, and it was developed and implemented by Psarommatis [24]. The DT utilizes the ANOM statistical procedure together with data sets produced by the CFD code. This DT methodology was used due to its simplicity and minimum amount of training data. The force in the mooring line is predicted at different sea states and for alternating power take-off (PTO) characteristics. It is important to mention that this study relies on realistic values for a full-scale WEC. The wave characteristics are obtained from the 50 years environmental contour of the Dowsing study site in North Sea while realistic values are chosen for the PTO characteristics.

The main motivation of this work is the effort to minimize the required computational cost for the accurate prediction of the mooring force during extreme waves. The fast and accurate predictions of the mooring forces in extreme waves will be a valuable tool in the hands of WEC designers. As it has been previously stated, the CFD codes provide high-fidelity results, but they demand high computational cost and, in many cases, access to high-performance computing (HPC) clusters, which constitutes an additional economic cost. The DT model is trained and validated based on CFD data and produces accurate results for a fraction of the computational cost required for the CFD model to provide the same results. Therefore, the proposed DT will emulate the CFD simulation model; in other words, we propose a metamodel of the physical WEC system. To the best of knowledge of the authors, it is the first time a similar digital twin model has been presented in the wave energy field.

The paper is organized as follows. In Section 2, a literature review is performed to explain the current status of the domain and reveal the research gap that the current paper aims to fulfill. In Section 3, we present the wave energy concept, and the CFD model
that was used. Section 4 is devoted to the presentation of the developed DT method. In Section 5, the predictions from the DT model and the evaluation of its performance are presented. The results are further discussed in Section 6, and conclusions are presented in Section 7.

2. State of the Art

In [20], the authors present the state-of-the-art for the DT technology applied in five diverse application areas: (a) health, (b) meteorology, (c) manufacturing and process technology, (d) education, and (e) cities, transportation, and the energy sector. In order to adapt the DT concept to the wave energy sector, it is fundamental to understand the contribution of DT to offshore marine and energy systems. The first recommended practice on how to build and assure the quality of digital twins for the oil and gas industry was recently published by DNV [18]. In the shipping industry, a DT can model a ship and estimate important parameters for the ship performance—for instance, the added resistance in waves [25] and facilitation of monitoring and control capabilities [26]. In the wind energy sector, a DT can coordinate work of different actors and contribute to increasing sustainability of wind energy systems in a way that addresses complex, societal, spatial, and environmental issues [27]. DT models can be used to determine and optimize factors that reduce the LCOE of wind energy technologies, thereby improving the competitiveness of the wind energy sector. In the design stage, the DT is mirroring the performance of wind turbine based on physical methods. Techniques for modeling the wind turbine components, with varying model fidelity and computational loads, are reviewed by [28]. During the operation stage, the structural reliability of offshore wind substructures is updated based on new information from the DT [29]. In particular, the information is used to quantify and update the uncertainties associated with the structural dynamics and load modeling parameters in fatigue damage accumulation. In [30], the authors utilized the DT concept to predict the axial tension in the mooring lines of a floating offshore wind turbine (FOWT). In particular, two DT models were developed; the first DT predicted the behavior of the healthy system and compared with the actual one, so as to detect long-term drifts in the mechanical response of the mooring lines. The second DT was able to predict the near-future axial tension in the mooring lines of the FOWT as a way to improve the lifespan of the mooring lines and the safety of FOWT maintenance operations. In [31], a DT-based method was developed to predict the remaining useful life time of an offshore wind turbine by accounting medium- and short-term thermal transient loads together with long-term thermal loads. In [32], the current practices were reviewed for the reliability analysis of the offshore wind turbines, and a DT framework applied to the support structures was proposed.

The DT models found in the literature are often categorized into physics-based models and data-driven models [33]. In the former, the DT requires the mechanistic knowledge of the behavior of the system; thereby, the system is modeled based on the underlying equations and the mathematical analog is included. In the latter, the DT learns the behavior based on input–output examples without prior knowledge of the physical behavior of the system. Data are obtained from real measurements or numerical modeling of the system. For the learning process, machine learning (ML), artificial neural networks (ANN), or other statistical models are implemented. In this study, the analysis of means (ANOM) [34] and additive models [35] are considered. Authors in [36] presented the first-ever computerized replica of a furnace that is used for flameless combustion. To create physics-based, reduced-order models for the prediction of combustion data in uncharted operating conditions, an approach combining data compression via proper orthogonal decomposition and interpolation via Kriging was created.

As discussed above, the DT technology has been successfully applied in several sectors, and the potential benefits of using DT methods in the wave energy sector are significant. In the design stage, wave energy systems typically require complex and computational expensive numerical models, especially when survivability and control aspects are to be
assessed. In practice, CFD simulations are a fundamental part of the design process of a WEC because the nonlinear phenomena can be captured with good accuracy. However, they demand high computational cost and access to high performance computing (HPC) clusters, which puts a limit on the number of simulations available to the developer [37]. When designed properly, DTs can be used in these applications to replace or complement time-consuming and costly numerical simulations or physical experiments otherwise required to analyze the system behavior [38]. The capabilities of the DT concept are not restricted only to the design stage. The DT concept can be utilized during the offshore operation of a WEC for monitoring and predicting the response of the system based on historical examples. That is to say, the performance of the system and the integrity of critical components can be evaluated, catastrophic failures can be prevented, and the lifetime of the system might be expanded. For instance, when the weather conditions and the response of the WEC are known prior, control strategies can prevent the device exposure in extreme loads or act so as to increase the performance of the wave energy system.

Several large research projects have been started recently with the aim to model wave energy systems or predict data useful for wave energy using digital twins. In the USA, Sandia National Laboratories has partnered with Evergreen Innovations and Oregon State University to develop a DT model that captures the dynamics of the Floating Oscillating Surge Wave Energy Converter. In December 2021, the EU-funded project Integrated Digital Framework for Comprehensive Maritime Data and Information Services (ILIAD) was launched [39]. The project aims to develop and demonstrate the use of DTs in ocean modeling and involves both nonprofit organizations such as WavEC Offshore Renewables and wave energy developers such as the Swedish/Israeli company Eco Wave Power. To support technology optimization and cost reduction engineering, the tidal energy company Orbital Marine Power in collaboration with Black & Veatch have developed a DT for their turbine [40]. These ongoing projects show the need in marine energy research to develop digital twins and use these as fast and reliable methods to model and optimize the systems.

Despite the recent attention that has been given to incorporate evolutionary methods in the modeling of wave energy systems, few works have been published to date. Artificial intelligence (AI) algorithms and Internet of Things (IoT) were proposed as tools to analyze the many parameters influencing the performance of the WEC. As example, an IoT model equipped with an extreme machine learning algorithm was developed to monitor a WEC system and provided good prediction accuracy [41]. For the prediction of the wave energy potential, ANN methods have been implemented. For example, a powerful ANN tool was developed and compared for the prediction the wave energy potential in nearshore coastal areas based on real measurements and the state-of-art spectral numerical model [42]. For the estimate of important hydrodynamic coefficients, an ANN was created to predict the reflection coefficient of a submerged breakwater, and it was successfully validated based on experimental data [43]. Model-free ANN methods were developed and applied to control of wave energy arrays by [44,45], and several other approaches of using model-free reinforcement learning techniques in wave energy systems have recently been published [46–48]. Even if these works have not used the concept of DTs, they share the common idea of modeling or optimizing wave energy systems using innovative and model-free machine learning techniques.

3. Wave Energy Converter and CFD Model

In this study, a point-absorber WEC is investigated based on the concept developed at Uppsala University, Sweden. The WEC consists of a floating buoy connected to a direct-driven linear generator located at the seabed (see Figure 1). The energy of the ocean waves is captured by the buoy motion and the PTO converts the mechanical motion to electricity. The PTO comprises a translator (T) moving vertically within the stator (S) and the alternating magnetic field induces electricity in the stator windings. The translator is pulled upwards by the buoy motion and downwards by its own weight and is restricted to move within a limited stroke length. End-stop springs are mounted at the upper and lower
position of the PTO to dampen the forces on the generator hull when the translator reaches the higher and lower position. The point-absorber WEC concept ensures robustness and effectiveness during the operation. The amount of moving parts and expensive technology is minimized, and this reduces the risk of failure and the cost of offshore maintenance.

![Diagram of point-absorber WEC](image)

**Figure 1.** (Left) Illustration of the point-absorber WEC. Figure adopted from Castellucci and Strömstedt (2019) under the Creative Commons Attribution CC-BY license. (Right) Illustration of the PTO system, which is a direct-driven linear generator with limited stroke length. Figure adopted from Sjökvist and Göteman (2019) with permission from Elsevier Ltd., UK.

During storms and other extreme environmental conditions, high wave loads impact the operation of the system; therefore, the survivability plays a key role for the industrial development of the wave power technology. The PTO is concealed underneath the water surface. However, the buoy together with the connection line are the parts of the WEC directly affected by the extreme wave forces.

3.1. CFD Model

3.1.1. Numerical Methods

The Reynolds averaged Navier–Stokes (RANS) equations, describing the motion of an incompressible and isothermal Newtonian fluid, are expressed via the conservation of mass (Equation (1)) and momentum (Equation (2)):

\[ \nabla \cdot \mathbf{V} = 0 \tag{1} \]

\[ \frac{\partial (\rho \mathbf{V})}{\partial t} + \nabla \cdot (\rho \mathbf{V} \mathbf{V}) = -\nabla p + \nabla \cdot \mathbf{S} + \rho \mathbf{f}_b \tag{2} \]

where \( \mathbf{V} \) denotes the three-dimensional velocity field, \( \rho \) is the density of the fluid, \( p \) is the pressure of the fluid, \( \mathbf{S} \) is the viscous stress tensor, and \( \mathbf{f}_b \) includes the external forces.

For the purpose of the present study, the open source CFD code OpenFOAM, version 1906, was utilized. The cell-centered finite volume method is implemented to solve RANS for two incompressible fluids, i.e., air and water. The free water surface is captured using the volume of fluid method (VOF), as described by [49]. The phase fraction, \( \alpha \), is used to indicate the mixture between air (\( \alpha = 0 \)) and water (\( \alpha = 1 \)). The two-phase problem is treated as a single fluid and the local properties (density, \( \rho \), and dynamic viscosity, \( m \)) are calculated from:

\[ \rho = \alpha \cdot \rho_{\text{water}} + (1 - \alpha) \cdot \rho_{\text{air}} \tag{3} \]
\[ \mu = \alpha \cdot \mu_{\text{water}} + (1 - \alpha) \cdot \mu_{\text{air}} \]  

(4)

The conservation of the phase fraction is essential, and an additional equation should be added to describe the motion of the phases:

\[ \frac{\partial \alpha}{\partial t} + \nabla \cdot (V_a) + \nabla \cdot (V_c \alpha (1 - \alpha)) = 0 \]  

(5)

where the last term is an artificial compression term and \( V_c = \min[c_\alpha V_1, \max(V_1)] \), where \( c_\alpha = 1 \). The MULES algorithm is implemented to ensure that \( \alpha \in [0, 1] \) and the interface compression scheme is used to maintain sharp interfaces during the CFD simulation.

The effects of turbulence are included in the current simulations, utilizing the \( k-\omega\) SST turbulence model as suggested by [50]. Two new transport equations are introduced: \( k \) for the turbulent kinetic energy and \( \omega \) for the specific dissipation rate. The pressure–velocity coupling is implemented through the PIMPLE algorithm. The \textit{overInterDyMFoam} is the solver for two incompressible, isothermal fluids using VOF method for interface capturing.

3.1.2. Force Modeling

The point-absorber WEC is modeled as a floating rigid body moored to a fixed position, allowed to move in 6 degrees of freedom. The buoy is connected with the generator via the connection line, securing coupled motion with the translator. In the model, the generator is substituted by a restraint, which represents the connection line or mooring force, \( F_{\text{line}} \), acting on the buoy, and it points toward the fixed anchoring position.

The \( F_{\text{line}} \) is the sum of the forces applied by the generator, consisting of the translator weight, the generator damping force \( F_{\text{damping}} \), and the force due to the compression of the upper and lower end-stop springs. In later generations of the Uppsala University WEC, only an upper end-stop spring is used, \( F_{\text{spring}} \), and the same setting will be used in this work. The spring force appears once the translator exceeds the upper free-stroke length and hits the upper end-stop spring. When the upper spring is fully compressed, the connection line acts as an elastic cable, which adds further force, \( F_{\text{add}} \), to the system. The generator damping force, \( F_{\text{damping}} \), varies according to the generator velocity. Once the translator exceeds the lower free-stroke length, it rests at the lower position of the generator hull with the connection line being slack, leading to the uncoupled buoy–translator motion.

The total forces acting on the buoy consist of the hydrodynamic force due to wave–structure interaction, the buoy weight, and the force due to the connection line (mooring) force, \( F_{\text{line}} \), as described above. In summary, the dynamics of the buoy and the generator are described by the coupled equations of motion:

\[ m_b \ddot{r} = \int \rho dS + F_{\text{line}} \hat{r} - m_b g \]  

(6)

\[ F_{\text{line}} = \delta_{\text{down}} \left( -m_b g + F_{\text{damping}} - F_{\text{spring}} - F_{\text{add}} \right) \]  

(7)

where \( m_b \) is the mass of the buoy, and \( r \) is the position vector of the buoy. The equations are applied in the CFD simulation by an in-house developed restraint, capturing the physical behavior of the system. The line force \( F_{\text{line}} \) should always point downward; otherwise, it is set equal to zero. In other words, the line can never push the buoy away, only pull the buoy toward the generator. The generator damping force, \( F_{\text{damping}} \), is determined as:

\[ F_{\text{damping}} = \max \left( \gamma \frac{\dot{r}}{\max(\|\dot{r}\|, u_{\text{thres}})} \right) \]  

(8)

where \( \gamma \) is the generator damping coefficient and \( u_{\text{thres}} \) is a velocity threshold. The spring force, \( F_{\text{spring}} \), is nonzero when the translator exceeds the free-stroke length, and the addi-
tional elastic line force, \( F_{\text{add}} \), is nonzero when the translator exceeds total stroke length (free stroke length + spring length):

\[
F_{\text{damping}} = \begin{cases} 
    k_{\text{spring}}(r - r_{\text{rest}}) & \text{if } (r - r_{\text{rest}}) > \text{free stroke length} \\
    0 & \text{otherwise}
\end{cases}
\]  

(9)

\[
F_{\text{damping}} = \begin{cases} 
    k_{\text{mooring}}(r - r_{\text{rest}}) & \text{if } (r - r_{\text{rest}}) > \text{Total stroke length} \\
    0 & \text{otherwise}
\end{cases}
\]  

(10)

where \( k_{\text{spring}} \) and \( k_{\text{mooring}} \) is the spring and mooring line stiffness, respectively, and \( r_{\text{rest}} \) is the line length when the buoy is resting when the water level is still. When the translator exceeds the downward stroke length, the line slacks. This is implemented through the \( \delta_{\text{down}} \) function. Table 1 provides the physical properties of the WEC in the present study. The buoy has a cylindrical shape

\[
\delta_{\text{down}} = \begin{cases} 
    1 & \text{if } (r - r_{\text{rest}}) > -\text{free stroke length} \\
    0 & \text{otherwise}
\end{cases}
\]  

(11)

Table 1. Physical properties of the buoy and PTO. The generator damping and upper end-stop spring stiffness are input parameters, which vary for the training and testing purposes of the DT.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Buoy diameter</td>
<td>3.4</td>
<td>m</td>
</tr>
<tr>
<td>Buoy height</td>
<td>2.12</td>
<td>m</td>
</tr>
<tr>
<td>Buoy draft</td>
<td>1.3</td>
<td>m</td>
</tr>
<tr>
<td>Buoy mass</td>
<td>5736</td>
<td>Kg</td>
</tr>
<tr>
<td>Center of mass</td>
<td>(0, 0, 1.55)</td>
<td>m</td>
</tr>
<tr>
<td>Translator mass</td>
<td>6240</td>
<td>Kg</td>
</tr>
<tr>
<td>Generator damping</td>
<td>Input parameter</td>
<td>N</td>
</tr>
<tr>
<td>Upper end-stop spring stiffness</td>
<td>Input parameter</td>
<td>N/m</td>
</tr>
<tr>
<td>Upper end-stop spring length</td>
<td>0.6</td>
<td>m</td>
</tr>
<tr>
<td>Upper/lower free stroke length</td>
<td>1.2/1.2</td>
<td>m</td>
</tr>
</tbody>
</table>

3.1.3. Computational Domain

In this study, the numerical wave tank (NWT) presented by [10] is adapted. Figure 2 shows the schematic view as well as the dimensions of the NWT. The spatial discretization follows the mesh convergence study presented by [10], which utilized the procedure of least squares fits to power series expansions, as presented by [51]. The best error estimate is based on the standard deviation of the fits and then the error is converted into discretization uncertainty. Four cases with increasing resolution were examined. The resolution was defined as parametric as the ratio of the maximum crest amplitude to the cell size \( (A_p / \Delta z) \). The study reveals that monotonic convergence is observed and the ratio can be taken equal to \( A_p / \Delta z = 17 \). For this choice, the inferred discretization uncertainty is less than 1%. The cells are kept orthogonal \( (\Delta x = \Delta y = \Delta z) \) in the refined region close the water surface to generate wave with better shape. Figure 2 also shows the enlarge area around the WEC where one can see the refined region with height of \( 2A_p \), the one level lower refinement region of \( 2A_p \), and the overset mesh. The overset dynamic mesh technique was utilized due to the extreme wave nature and the expected great structural response. The overset mesh is a cubic area surrounding the floating body with high resolution, almost equal to the resolution of the refined region in the water surface. The authors have utilized the overset method in several studies [9,10,12]. Due to the utilization of \( k-\omega \) SST turbulence model, wall functions are adapted to solve the boundary layer. Therefore, good discretization is required around the WEC. The \( y^+ \) is kept within the range of [30, 300] as stated by [50].
The IHFOAM toolbox is implemented in OpenFOAM v1906 and utilized for the wave generation and absorption. This study considers focused wave groups based on the NewWave theory [52]. The number of wave components the focused wave consists of is selected based on the study conducted by [10].

The dynamic motion of the WEC is accommodated using the overset dynamic mesh method. The PTO system, as described in Section entitled “Force modeling”, is implemented in OpenFOAM using a numerical restraint. In particular, the sixDoFRigidBodyMotion library solves the 6 degrees of freedom body motion based on Newton’s second law. The forces and moments due to wave–structure interaction and the additional external forces, i.e., the PTO numerical restraint, are considered for the motion estimate.

For the solution, the variable time step was adjusted to the Courant–Friedrichs–Lewy (CFL) condition of maximum CFL number 0.5. The size of cells varies depends on the wave characteristics of the examined wave; therefore, the number of computational cells varies from $6 \times 10^6$ to $31 \times 10^6$ cells. All the cases were run on the Tetralith HPC cluster using 128 processors. Each case can utilize 3584–11,776 CPU hours, depending on the number of computational cells.

4. Digital Twin Method

The mooring system is a critical mechanical component for the studied taut-moored point-absorber WEC as it is the only element connecting the buoy with the PTO. Any failure can be catastrophic for the performance of the WEC. Extreme loads and fatigue are the primary causes for the failure of the mooring system [53]. The purpose of this work is to create an accurate DT model able to predict the force in the mooring line of a WEC when subjected to extreme waves. The current DT is developed using a standardized methodology for DT development presented in [54], which was also followed in [24].

In this section, the general procedure for the development and validation of the DT is explained. Figure 3 illustrates the steps of the procedure and how they are connected. More detailed analysis of each step is found in the following sections.
Step 1. Selection of DT input parameters. The initial step is the identification of the DT input parameters, alongside the corresponding value range for each input parameter. These parameters are the ones mainly affecting the behavior of the mooring force. Detailed analysis is found in the Section entitled “Selection of the input parameters”.

Step 2. Design and training of the DT model. The DT provides the output prediction utilizing a mathematical model based on the statistical developed by [24]. The definition of the training data sets is based on the design of experiments (DoE) method as defined by the Taguchi approach [35]. Once the range of input parameters has been selected, the most suitable orthogonal array is defined. As this study focuses on extreme waves, a high-fidelity CFD model is expected to provide an accurate estimate. However, this choice poses the restraint of limited simulations due to high computational cost. As a compromise between sufficiently many simulations to provide enough training data and feasible computational cost for the CFD simulations, 25 tests will be conducted based on the L25 orthogonal array. The CFD simulations are conducted based on those experiment sets. The results are then utilized to train the DT model.

Step 3. Validation of the DT model. Once the DT is trained, its capability to accurately predict the output (i.e., the mooring force) has to be tested. For that reason, a new set of data is selected for testing purposes. In this study, 50 test data sets are randomly chosen. Again, CFD simulations are performed to estimate the mooring force for the testing cases. As a last step, the results obtained from the DT model for the testing data are compared with the CFD solution. An error analysis is necessary to obtain a quantitative measure of the agreement between the prediction and the solution.

4.1. Selection of the Input Parameters

As described in Section “Overview of the procedure”, the first step in digital twin design is to define the input parameters. In the current case study, four input parameters were selected:

1. Significant wave height, $H_s$ [m]
2. Wave peak period, $T_p$ [s]
3. PTO damping coefficient, $\gamma$ [N]
4. PTO upper end-stop spring stiffness, $k_{spring}$ [N/m]

Further discussion about the physical meaning of the input parameters is provided below in this Section and in the Section entitled “Force modeling”. 
As previously discussed, the mooring line is a critical mechanical component for the operation and survivability of the WEC; therefore, the force in the mooring line is selected as the output parameter of the DT model. The mooring line force heavily depends on the sea state and the PTO characteristics, justifying the selection of the input parameters.

**Extreme wave selection:** In offshore renewable energy engineering, a common practice for the selection of the design waves relies on the 50-year return period environmental contour for a particular study site [55]. This approach has been considered by many authors [9,56–59]. In our study, the environmental contour for the Dowsing site, shown in Figure 4, is utilized for the wave selection. The Dowsing site is located in the North Sea, 56 km from the west coast of the United Kingdom, with water depth of 22 m. The same location has been considered in previous studies, also with the focus of extreme wave characterization and survivability [10,58].

![Observations: Dowsing](image)

**Figure 4.** 50-year environmental contour for Dowsing site, UK. The waves are chosen along and inside the black line, which has been generated based on the I-FORM hybrid method. Source: Figure adopted from [10] under the Creative Commons Attribution CC-BY license.

The sea states selected for the training stage of the DT model are characterized by significant wave height, \( H_s \), and peak period, \( T_p \), with range of values along and inside the environmental contour line Figure 4. Therefore, the assigned ranges for these parameters are: \( H_s = 2.5–6.8 \) m and \( T_p = 8.3–14.1 \) s (Table 2).

**Table 2.** Digital twin control parameters.

<table>
<thead>
<tr>
<th>Levels</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Significant wave height ( H_s ) [m]</td>
<td>2.5</td>
<td>5.2</td>
<td>6.1</td>
<td>6.8</td>
<td>7.5</td>
</tr>
<tr>
<td>Peak period ( T_p ) [m]</td>
<td>5</td>
<td>8.3</td>
<td>9.6</td>
<td>12.7</td>
<td>14.1</td>
</tr>
<tr>
<td>Generator damping ( \gamma ) [KN]</td>
<td>48.898</td>
<td>59</td>
<td>64.558</td>
<td>70.398</td>
<td>85.550</td>
</tr>
<tr>
<td>Spring Stiffness ( k_{spring} ) [KN/m]</td>
<td>682.238</td>
<td>728.702</td>
<td>758.938</td>
<td>844.766</td>
<td>951.856</td>
</tr>
</tbody>
</table>

In the numerical simulations, modeling the extreme wave conditions with a random wave series is a demanding process and requires much computational time. A common approach is to represent the extreme wave as a focused wave group, which is the superposition of many small amplitude waves. The physical process close to the focusing point, where the peak amplitude occurs, is highly nonlinear due to the complex wave components interactions resulting in the presence of the extreme loads. The focused wave
is a popular approach for extreme wave simulation utilized in this study. In particular, the focused waves were modeled here according to the NewWave theory \[52\]. The extreme waves are further characterized by the wave steepness, \(K_pA_p\), provided in Tables 3 and 4 as an additional information. However, the wave steepness does not constitute an input parameter to the DT model.

Table 3. Assigned values for the training data sets: generator damping, \(\gamma\), upper end-stop stiffness, \(k_{spring}\), significant wave height, \(H_s\), and peak period, \(T_p\). The waves are numerically simulated as focused waves. Information about the wave steepness, \(K_pA_p\), is included; however, it is not considered as input.

<table>
<thead>
<tr>
<th>No.</th>
<th>(H_s) [m]</th>
<th>(T_p) [m]</th>
<th>(\gamma) [KN]</th>
<th>(k_{spring}) [kN/m]</th>
<th>(K_pA_p) [-]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.5</td>
<td>11</td>
<td>48.898</td>
<td>682.238</td>
<td>0.103</td>
</tr>
<tr>
<td>2</td>
<td>2.5</td>
<td>8.3</td>
<td>59.000</td>
<td>728.702</td>
<td>0.152</td>
</tr>
<tr>
<td>3</td>
<td>2.5</td>
<td>9.6</td>
<td>64.558</td>
<td>758.938</td>
<td>0.123</td>
</tr>
<tr>
<td>4</td>
<td>2.5</td>
<td>12.7</td>
<td>70.398</td>
<td>844.766</td>
<td>0.086</td>
</tr>
<tr>
<td>5</td>
<td>2.5</td>
<td>14.1</td>
<td>85.550</td>
<td>951.856</td>
<td>0.076</td>
</tr>
<tr>
<td>6</td>
<td>5.2</td>
<td>11</td>
<td>59.000</td>
<td>758.938</td>
<td>0.215</td>
</tr>
<tr>
<td>7</td>
<td>5.2</td>
<td>8.3</td>
<td>64.558</td>
<td>844.766</td>
<td>0.316</td>
</tr>
<tr>
<td>8</td>
<td>5.2</td>
<td>9.6</td>
<td>70.398</td>
<td>951.856</td>
<td>0.257</td>
</tr>
<tr>
<td>9</td>
<td>5.2</td>
<td>12.7</td>
<td>85.550</td>
<td>682.238</td>
<td>0.179</td>
</tr>
<tr>
<td>10</td>
<td>5.2</td>
<td>14.1</td>
<td>48.898</td>
<td>728.702</td>
<td>0.159</td>
</tr>
<tr>
<td>11</td>
<td>6.1</td>
<td>11</td>
<td>64.558</td>
<td>951.856</td>
<td>0.252</td>
</tr>
<tr>
<td>12</td>
<td>6.1</td>
<td>8.3</td>
<td>70.398</td>
<td>682.238</td>
<td>0.371</td>
</tr>
<tr>
<td>13</td>
<td>6.1</td>
<td>9.6</td>
<td>85.550</td>
<td>728.702</td>
<td>0.302</td>
</tr>
<tr>
<td>14</td>
<td>6.1</td>
<td>12.7</td>
<td>48.898</td>
<td>758.938</td>
<td>0.211</td>
</tr>
<tr>
<td>15</td>
<td>6.1</td>
<td>14.1</td>
<td>59.000</td>
<td>844.766</td>
<td>0.186</td>
</tr>
<tr>
<td>16</td>
<td>6.8</td>
<td>11</td>
<td>70.398</td>
<td>728.702</td>
<td>0.281</td>
</tr>
<tr>
<td>17</td>
<td>6.8</td>
<td>8.3</td>
<td>85.550</td>
<td>758.938</td>
<td>0.414</td>
</tr>
<tr>
<td>18</td>
<td>6.8</td>
<td>9.6</td>
<td>48.898</td>
<td>844.766</td>
<td>0.336</td>
</tr>
<tr>
<td>19</td>
<td>6.8</td>
<td>12.7</td>
<td>59.000</td>
<td>951.856</td>
<td>0.235</td>
</tr>
<tr>
<td>20</td>
<td>6.8</td>
<td>14.1</td>
<td>64.558</td>
<td>682.238</td>
<td>0.208</td>
</tr>
<tr>
<td>21</td>
<td>3.5</td>
<td>11</td>
<td>85.550</td>
<td>844.766</td>
<td>0.144</td>
</tr>
<tr>
<td>22</td>
<td>3.5</td>
<td>8.3</td>
<td>48.898</td>
<td>951.856</td>
<td>0.213</td>
</tr>
<tr>
<td>23</td>
<td>3.5</td>
<td>9.6</td>
<td>59.000</td>
<td>682.238</td>
<td>0.173</td>
</tr>
<tr>
<td>24</td>
<td>3.5</td>
<td>12.7</td>
<td>64.558</td>
<td>728.702</td>
<td>0.121</td>
</tr>
<tr>
<td>25</td>
<td>3.5</td>
<td>14.1</td>
<td>70.398</td>
<td>758.938</td>
<td>0.107</td>
</tr>
</tbody>
</table>

PTO characteristics: the values for the generator damping, \(\gamma\), and the upper end-stop stiffness, \(k_p\), are selected based on values utilized in previous studies \[9,10,12\]. For the training stage of the DT model, the specific values of these parameters are found in Table 2.

4.2. Digital Twin Construction

In this section, the utilized methodology for the DT construction was first introduced by \[24\] in the manufacturing domain with the goal to design a manufacturing system to achieve zero-defect manufacturing \[60,61\]. In particular, the DT emulated a dynamic scheduling tool with the goal to minimize the computational time. This method was selected for the current application because it is lean, has a high level of accuracy, requires few data points for training the DT model, and is aligned with the motivation of this paper. In this work, the DT aims to predict the dynamic mooring force of the WEC system presented in the Section entitled “Wave Energy Converter”. The force is calculated based on computationally expensive CFD simulations; therefore, the main goal is to predict the mooring force without the need for running the CFD code.
Table 4. 50 datasets considered for the validation of the DT model. PTO damping, $\gamma$, spring stiffness, $k_{spring}$, significant wave height, $H_s$, and peak period, $T_p$, are the input parameters. The magnitude of the wave steepness, $K_pA_p$, is provided as an additional description illustrating the extreme profile of the waves.

<table>
<thead>
<tr>
<th>No.</th>
<th>$\gamma$ [KN]</th>
<th>$k_{spring}$ [KN/m]</th>
<th>$H_s$ [m]</th>
<th>$T_p$ [s]</th>
<th>$K_pA_p$ [-]</th>
<th>No.</th>
<th>$\gamma$ [KN]</th>
<th>$k_{spring}$ [KN/m]</th>
<th>$H_s$ [m]</th>
<th>$T_p$ [s]</th>
<th>$K_pA_p$ [-]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>53.68</td>
<td>929.02</td>
<td>5.45</td>
<td>8.34</td>
<td>0.329</td>
<td>26</td>
<td>53.68</td>
<td>929.02</td>
<td>7.04</td>
<td>12.05</td>
<td>0.260</td>
</tr>
<tr>
<td>2</td>
<td>64.56</td>
<td>844.77</td>
<td>5.38</td>
<td>8.73</td>
<td>0.304</td>
<td>27</td>
<td>64.56</td>
<td>844.77</td>
<td>6.94</td>
<td>12.62</td>
<td>0.242</td>
</tr>
<tr>
<td>3</td>
<td>54.55</td>
<td>785.73</td>
<td>5.87</td>
<td>9.23</td>
<td>0.306</td>
<td>28</td>
<td>54.55</td>
<td>785.73</td>
<td>7.58</td>
<td>13.34</td>
<td>0.247</td>
</tr>
<tr>
<td>4</td>
<td>69.36</td>
<td>782.06</td>
<td>6.00</td>
<td>8.45</td>
<td>0.355</td>
<td>29</td>
<td>69.36</td>
<td>782.06</td>
<td>7.75</td>
<td>12.20</td>
<td>0.282</td>
</tr>
<tr>
<td>5</td>
<td>68.53</td>
<td>951.86</td>
<td>5.78</td>
<td>9.47</td>
<td>0.291</td>
<td>30</td>
<td>68.53</td>
<td>951.86</td>
<td>7.46</td>
<td>13.67</td>
<td>0.236</td>
</tr>
<tr>
<td>6</td>
<td>46.44</td>
<td>698.91</td>
<td>5.16</td>
<td>9.83</td>
<td>0.247</td>
<td>31</td>
<td>46.44</td>
<td>698.91</td>
<td>6.66</td>
<td>14.20</td>
<td>0.202</td>
</tr>
<tr>
<td>7</td>
<td>51.10</td>
<td>740.68</td>
<td>5.93</td>
<td>8.80</td>
<td>0.331</td>
<td>32</td>
<td>51.10</td>
<td>740.68</td>
<td>7.65</td>
<td>12.70</td>
<td>0.264</td>
</tr>
<tr>
<td>8</td>
<td>73.38</td>
<td>956.74</td>
<td>5.29</td>
<td>9.53</td>
<td>0.264</td>
<td>33</td>
<td>73.38</td>
<td>956.74</td>
<td>6.83</td>
<td>13.77</td>
<td>0.214</td>
</tr>
<tr>
<td>9</td>
<td>44.48</td>
<td>609.77</td>
<td>5.53</td>
<td>8.22</td>
<td>0.342</td>
<td>34</td>
<td>44.48</td>
<td>609.77</td>
<td>7.14</td>
<td>11.87</td>
<td>0.268</td>
</tr>
<tr>
<td>10</td>
<td>57.22</td>
<td>860.17</td>
<td>5.24</td>
<td>8.86</td>
<td>0.289</td>
<td>35</td>
<td>57.22</td>
<td>860.17</td>
<td>6.76</td>
<td>12.80</td>
<td>0.232</td>
</tr>
<tr>
<td>11</td>
<td>72.51</td>
<td>585.28</td>
<td>5.03</td>
<td>9.78</td>
<td>0.242</td>
<td>36</td>
<td>72.51</td>
<td>585.28</td>
<td>6.50</td>
<td>14.13</td>
<td>0.198</td>
</tr>
<tr>
<td>12</td>
<td>67.18</td>
<td>728.70</td>
<td>5.49</td>
<td>9.38</td>
<td>0.280</td>
<td>37</td>
<td>67.18</td>
<td>728.70</td>
<td>7.08</td>
<td>13.55</td>
<td>0.227</td>
</tr>
<tr>
<td>13</td>
<td>49.34</td>
<td>631.88</td>
<td>5.09</td>
<td>9.28</td>
<td>0.264</td>
<td>38</td>
<td>49.34</td>
<td>631.88</td>
<td>6.56</td>
<td>13.40</td>
<td>0.213</td>
</tr>
<tr>
<td>14</td>
<td>62.27</td>
<td>614.28</td>
<td>5.79</td>
<td>9.75</td>
<td>0.280</td>
<td>39</td>
<td>62.27</td>
<td>614.28</td>
<td>7.47</td>
<td>14.08</td>
<td>0.229</td>
</tr>
<tr>
<td>15</td>
<td>55.48</td>
<td>652.14</td>
<td>5.71</td>
<td>8.49</td>
<td>0.336</td>
<td>40</td>
<td>55.48</td>
<td>652.14</td>
<td>7.37</td>
<td>12.26</td>
<td>0.266</td>
</tr>
<tr>
<td>16</td>
<td>61.52</td>
<td>667.99</td>
<td>5.32</td>
<td>8.16</td>
<td>0.332</td>
<td>41</td>
<td>61.52</td>
<td>667.99</td>
<td>6.86</td>
<td>11.79</td>
<td>0.260</td>
</tr>
<tr>
<td>17</td>
<td>70.40</td>
<td>821.02</td>
<td>5.19</td>
<td>8.56</td>
<td>0.301</td>
<td>42</td>
<td>70.40</td>
<td>821.02</td>
<td>6.70</td>
<td>12.37</td>
<td>0.239</td>
</tr>
<tr>
<td>18</td>
<td>60.23</td>
<td>758.94</td>
<td>5.42</td>
<td>9.14</td>
<td>0.286</td>
<td>43</td>
<td>60.23</td>
<td>758.94</td>
<td>6.99</td>
<td>13.21</td>
<td>0.231</td>
</tr>
<tr>
<td>19</td>
<td>58.03</td>
<td>900.09</td>
<td>4.95</td>
<td>9.09</td>
<td>0.264</td>
<td>44</td>
<td>58.03</td>
<td>900.09</td>
<td>6.39</td>
<td>13.13</td>
<td>0.213</td>
</tr>
<tr>
<td>20</td>
<td>52.40</td>
<td>716.92</td>
<td>5.70</td>
<td>9.58</td>
<td>0.282</td>
<td>45</td>
<td>52.40</td>
<td>716.92</td>
<td>7.35</td>
<td>13.84</td>
<td>0.230</td>
</tr>
<tr>
<td>21</td>
<td>48.90</td>
<td>682.24</td>
<td>6.01</td>
<td>9.68</td>
<td>0.294</td>
<td>46</td>
<td>48.90</td>
<td>682.24</td>
<td>7.76</td>
<td>13.98</td>
<td>0.240</td>
</tr>
<tr>
<td>22</td>
<td>59.48</td>
<td>878.05</td>
<td>5.60</td>
<td>8.63</td>
<td>0.321</td>
<td>47</td>
<td>59.48</td>
<td>878.05</td>
<td>7.23</td>
<td>12.47</td>
<td>0.256</td>
</tr>
<tr>
<td>23</td>
<td>46.98</td>
<td>808.38</td>
<td>5.06</td>
<td>9.04</td>
<td>0.272</td>
<td>48</td>
<td>46.98</td>
<td>808.38</td>
<td>6.53</td>
<td>13.05</td>
<td>0.218</td>
</tr>
<tr>
<td>24</td>
<td>63.51</td>
<td>808.66</td>
<td>5.90</td>
<td>8.93</td>
<td>0.322</td>
<td>49</td>
<td>63.51</td>
<td>808.66</td>
<td>7.61</td>
<td>12.90</td>
<td>0.259</td>
</tr>
<tr>
<td>25</td>
<td>66.38</td>
<td>864.48</td>
<td>5.63</td>
<td>8.28</td>
<td>0.344</td>
<td>50</td>
<td>66.38</td>
<td>864.48</td>
<td>7.27</td>
<td>11.96</td>
<td>0.270</td>
</tr>
</tbody>
</table>

The procedure is based on the statistical method of design of experiments (DoE) as defined by the Taguchi approach [35]. The selected method can capture the individual effects of each input parameter, facilitate the minimization of the required training experiments, and determine the exact experiments. To capture the effects of each parameter, an orthogonal array allows us to consider a selected subset of combinations of multiple input parameters at multiple values. The orthogonal arrays are balanced to ensure that all the values of all the input parameters are considered equally and evaluated independently. For this application, an $L_{25}$ orthogonal array is used offering high resolution, examining five values for each input parameter. As a result, the $L_{25}$ implies that 25 CFD simulations are required to create the digital twin.

Once the experiments have been completed, the analysis of the results follows. Figure 5 summarizes the steps for analyzing the CFD results and constructing the DT of the CFD model. At the first step, the overall mean, $\mu$, of the mooring force (MF) for the 25 experiments is calculated (Equation (12)). At the second step, the analysis of means (ANOM) methodology is implemented to capture the contribution of each value of each input parameter to the MF, thereby, 20 ANOM coefficients are calculated (Equation (13)). The third step finds the effect of each parameter to the MF based on the overall mean and the ANOM coefficient (Equation (14)) where $N$ is the number of the experiments ($N = 25$), $R$ is the number of input values ($R = 5$), and the subscripts $f$ and $z$ declare the input parameter and the value, respectively.

$$\mu = \frac{1}{N} \sum_{i=1}^{N} MF_i$$  \hspace{1cm} (12)

$$\text{MFC}_{f,z} = \frac{1}{R} \sum_{z=1}^{R} MF_{f,z}$$  \hspace{1cm} (13)

$$\text{effect}_{f,z} = \text{MFC}_{f,z} - \mu$$  \hspace{1cm} (14)
number of input values \( R = 5 \), and the subscripts \( f \) and \( z \) declare the input parameter and the value, respectively.

\[
\mu = 1 \sum_{\text{exp}=1}^{25} \text{MF}_{\text{exp}}
\]

\[
\text{MF}_{f,z} = 1 \sum_{z=1}^{5} \text{MF}_{f,z}
\]

\[
\text{effect}_{f,z} = (\text{MF}_{f,z} - \mu)
\]

**Interpolation for Continue input parameters effect**

**Step 4**

**Step 5** Repeat steps 2-4 for all input parameters

**Step 6** Create the final DT model

\[
\bar{M}F = \mu + F1(H_s) + F2(T_p) + F3(\gamma) + F4(k_{spring})
\]

**Figure 5.** The digital twin method. (A) discreate factor effect, (B) continue factor effect.

At the fourth step, the statistical analysis of the CFD data is utilized to construct the desired model for predicting the dynamic MF. From the analysis, the discrete values are available and represented in the Cartesian system, as shown in Figure 5, plot A. The contribution of each parameter to the total MF is the matrix presented in Equation (15) (e.g., \( F1(H_{s1}) = f_{11}, F2(T_{p1}) = f_{21}, F3(\gamma_1) = f_{31}, F4(k_{spring1}) = f_{41} \), etc). The matrix defined in Equation (16) summarizes the values of each input parameter. The two matrices are combined and form the Cartesian points (Equation (17)).

\[
F_{\text{coef}} = \begin{bmatrix}
f_{11} & f_{21} & f_{31} & f_{41} \\
f_{12} & f_{22} & f_{32} & f_{42} \\
f_{13} & f_{23} & f_{33} & f_{43} \\
f_{14} & f_{24} & f_{34} & f_{44} \\
\end{bmatrix}
\]

\[
F_{\text{input}} = \begin{bmatrix}
H_{s1} & T_{p1} & \gamma_1 & k_{spring1} \\
H_{s2} & T_{p2} & \gamma_2 & k_{spring2} \\
H_{s3} & T_{p3} & \gamma_3 & k_{spring3} \\
H_{s4} & T_{p4} & \gamma_4 & k_{spring4} \\
\end{bmatrix}
\]
At this step, it is necessary to move from the discrete points to the continues model. A piecewise spline interpolation is performed through the discrete points resulting in a third order polynomial model, Equation (19). Here, the coefficients \( q, s, t, \) and \( l \) are calculated from the MATLAB “fit” function. As an example, for the reader, for predicting the continues model for the input parameter \( H_s \), the matrix of Equation (19) takes the form of Equation (20). The continues model is shown in Figure 5, plot B. The repetition of the previous steps (step 2–4) will result to a set of four graphs with the continuous input parameter effects (step 5). The final step (step 6) integrates all the results to one single model (Equation (18)) that is able to predict the dynamic mooring force, as CFD simulations would calculate, for any set of input parameter values. Furthermore, the effect of each individual input parameter is reflected on the mooring force.

\[
F_{\text{cart}} = \begin{bmatrix} (f_{11}, H_{c1}) & (f_{21}, T_{p1}) & (f_{31}, \gamma_1) & (f_{41}, k_{\text{spring}1}) \\ (f_{12}, H_{c2}) & (f_{22}, T_{p2}) & (f_{32}, \gamma_2) & (f_{42}, k_{\text{spring}2}) \\ (f_{13}, H_{c3}) & (f_{23}, T_{p3}) & (f_{33}, \gamma_3) & (f_{43}, k_{\text{spring}3}) \\ (f_{14}, H_{c4}) & (f_{24}, T_{p4}) & (f_{34}, \gamma_4) & (f_{44}, k_{\text{spring}4}) \end{bmatrix}
\]  

(17)

4.3. Training Procedure

In this section, we will analyze how the digital twin methodology will be applied to the current examined case. Table 2 presents the values for each of the four input parameters. Those values are carefully selected to represent reality and be as generic as possible in order for the developed digital twin model to be flexible and to be able to calculate a high variety of wave and mechanism situations. Based on the L25 orthogonal array, 25 experiments are required for the creation of the digital twin model. Table 3 presents the experimental matrix based on the L25 and the input parameters values. The experiments will be conducted using CFD simulations as described in the next Section entitled “CFD model”.

The selected DT methodology takes as an input the DT input parameters and provides as an output the mooring force, which is one single value and not a time series of 52 s as in the output of the CFD simulation. To overcome this obstacle, multiple DT sub-models were created to represent a specific time step in the simulation. More specifically, the 52 s of the CFD simulations were discretized into time steps of 0.01 s. For each of the time steps, a DT submodel was constructed that will predict the mooring force for the specific time step. Therefore, the final digital twin model that will be produced will be a collection of 5200 models, one for each time step. This will allow to create the mooring force time series for a given set of input parameters. The development of the 5200 DT sub-models will be performed using the same data, coming from the 25 CFD simulations presented in Table 3.

4.4. Validation Procedure

In order to test the accuracy and validate the developed digital twin, 50 new experiment sets were defined randomly; their values are shown in Table 4. At this point, it should be mentioned that for experiments No. 1–25 all the digital twin input parameters are within the range that the digital twin was created, Table 2, whereas No. 26–50 were selected at the end of the range and some of them outside to test the robustness of the digital twin.
In this study, emphasis is given in the extreme waves; therefore, waves with higher wave height and steepness are mainly chosen for the testing purposes. The goal is to compare the mooring forces calculated from the CFD with the one from the digital twin. As described in Section entitled “Digital twin construction”, 5200 models were created, one for each time step of 0.01 s of the total 52 simulation seconds.

To measure the accuracy of the digital twin to predict the force at a given data set, the mean absolute percentage error, $\epsilon$, is used and calculated using Equation (21), where $N$ is the number of time steps points, i.e., $N = 5200$, $y$ is the value from the CFD and $\hat{y}$ is the value from the digital twin.

$$\epsilon = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{y_i - \hat{y}_i}{\frac{y_i + \hat{y}_i}{2}} \right| \cdot 100\%$$  \hspace{1cm} (21)

$$A = 100\% - \epsilon$$  \hspace{1cm} (22)

The procedure starts with the calculation of the relative difference between the CFD and digital twin for each one of the 5200 models/time steps. Once all the relative differences are calculated, the outliers are removed using the mean, where an outlier is defined as an element more than three standard deviations from the mean. The remaining points are summed, and the average value is calculated. The result is the average error of the digital twin. Using Equation (22), the accuracy, $A$, of the prediction for a particular data set is computed. The average global accuracy, $\overline{A}$, of the DT model is calculated by averaging the accuracy, $A$, for all the examined data sets.

5. Results
5.1. Preliminary Results

Once the 50 validation experiments were performed, the comparison between the simulated and predicted mooring force values could take place. Figure 6 illustrates the mooring line force calculated by the CFD (with blue line) and the initial DT model (red line). Despite the fact that the DT model has a general good fit over the simulated time, there is a significant lack of fit in the three peaks in seconds ~32, ~40 and ~48. This behavior was the same for all the 50 validation experiments. The average global accuracy $\overline{A}$ of the DT model is equal to 82.45%, based on the 50 validation experiments. This lack of accuracy motivated us to modify the initial DT model and enrich it with additional models in order to fit better the peaks, using the same 25 training data points.

![Figure 6](image-url)

**Figure 6.** The force in the mooring system is illustrated, as calculated by the CFD simulation and as predicted by the initial DT model. The initial DT does not give satisfactory accuracy in the peaks of the force, which motivates the construction of the enhanced DT model.
5.2. Results from the Enhanced Digital Twin Model

To enhance accuracy and lack of fitness for those three peak occasions, an additional set of three DT models were added on top of the 5200 models. Using the same 25 training data sets, three extra models were developed for predicting each one of the three peaks. Then, the 5200 models and the 3 peak models were incorporated together into a MATLAB code to form one single solution.

The procedure used for the generation of the additional three models was first to find and isolate those peak values for each of the 25 initial experiments. Once those peak values were isolated, the DT methodology presented in Figure 5 could take place for each of the three peaks. The outcome of those peak DT models will be the peak value for any set of the four defined parameters. The aggregation of those models was performed as follows. First, the initial DT (with only the 5200) creates the initial solution. Then, an algorithm searches and finds the exact time that each of the three peaks occurs and for each peak using the corresponding peak DT model and input parameters set calculates the enhanced peak value and replaces the initial one. The mooring force value of the initial DT model is then computed for two time steps ±0.45 s from the peak. Finally, using the peak value and each of the two (± 0.45 s) values, a linear interpolation is carried out to connect them. Once the linear equation is calculated, all the values between the ±0.45 s from the peak value are replaced by the values calculated by the linear interpolation. The result from this procedure is an enhanced DT model with significantly higher accuracy than the initial one.

Once the 50 validation experiments were simulated using CFD, the methodology presented in Section entitled “Digital twin construction” was used to calculate the accuracy of the digital twin. The results are presented in Table 5 and show the accuracy of the initial (DT\textsubscript{initial}) and enhanced (DT\textsubscript{ench}) DTs as well as the accuracy of the additional 3 DTs, which were used to enhance the capability of the initial DT to predict more accurately the three peaks forces (Peak\textsubscript{1}, Peak\textsubscript{2}, Peak\textsubscript{3}). The average global accuracy \( \bar{A} \) of the enhanced DT was calculated as 90.36% by averaging the individual accuracy of the data sets No. 1–50. The average global accuracy \( \bar{A} \) of the initial DT model is 82.46%, which is significantly lower than the accuracy of the enhanced DT, underlining the importance of the enhanced DT. The peaks in the mooring force are evaluated separately and the drawn conclusion is that they are predicted with high average global accuracy \( \bar{A} \) in the range 83.82–91.05%. From the 3 peaks, Peak\textsubscript{2} is the most critical, which is always the higher force acting in the mooring line. The average global accuracy \( \bar{A} \) of the Peak\textsubscript{2}, as predicted by the enhanced DT, is 86.51%.

Figure 7 shows the scatter of the maximum peak Peak\textsubscript{2} for the 50 testing data sets and how they compare to the numerical solution. The Peak\textsubscript{2} was selected because it is the most important among the three peaks, as it always presents the maximum value corresponding to the focal time of the focused wave. The data sets are depicted with red and blue dots with the latter showing better prediction when compared with the numerical results. For the red area, the prediction accuracy drops. The reason is that the red region consists of the data sets No. 26–50 for which the significant wave height, \( H_s \), is greater than the range of the training data sets. That is to say, while for training the DT, the \( H_s = 3.5–6.8 \) m, some of the testing data No. 26–50 exceed this range (\( H_s > 6.8 \) m). This does not happen for the testing data sets No. 1–25, which are always within the range.

The results from the 50 validation experiments of the DT model are shown in Figure 8 by six examples. Three lines are plotted, with the black dashed line showing the results from the CFD simulation, while the blue dash dot line shows the results from the initial DT and the solid red line the results from the enhanced DT model. From the results presented, one can see that the addition of the extra DT models for the peaks (enhanced DT) was crucial for the overall performance of the DT of the wave energy converter mechanism. When comparing Figures 7 and 8, it can be noticed that the data sets No. 7, 24, and 25 of Figure 8 belong to the results plotted in blue in Figure 7, i.e., they have input parameter values within the range of the training data for the DT, which explains their good fit to the CFD results. Conversely, No. 28, 29, and 42 of Figure 8 are in the red region of Figure 7, i.e., their input parameters are outside the range of the training data, which explains the smaller accuracy for these cases.
Table 5. Accuracy, $A$, of the DT model for the 50 testing datasets as estimated from the initial DT$_{init}$ and the enhanced DT model (DT$_{ench}$). The accuracy, $A$, for the three main peaks (Peak$_1$, Peak$_2$, and Peak$_3$) is provided based on the enhanced model.

<table>
<thead>
<tr>
<th>No.</th>
<th>DT$_{init}$</th>
<th>DT$_{ench}$</th>
<th>Peak$_1$</th>
<th>Peak$_2$</th>
<th>Peak$_3$</th>
<th>No.</th>
<th>DT$_{init}$</th>
<th>DT$_{ench}$</th>
<th>Peak$_1$</th>
<th>Peak$_2$</th>
<th>Peak$_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>81.11</td>
<td>88.83</td>
<td>91.32</td>
<td>92.35</td>
<td>91.03</td>
<td>26</td>
<td>82.68</td>
<td>89.05</td>
<td>96.12</td>
<td>74.36</td>
<td>77.70</td>
</tr>
<tr>
<td>2</td>
<td>80.59</td>
<td>87.79</td>
<td>89.59</td>
<td>95.80</td>
<td>93.67</td>
<td>27</td>
<td>84.41</td>
<td>90.78</td>
<td>94.94</td>
<td>68.51</td>
<td>85.93</td>
</tr>
<tr>
<td>3</td>
<td>78.98</td>
<td>92.02</td>
<td>85.74</td>
<td>94.36</td>
<td>95.99</td>
<td>28</td>
<td>87.45</td>
<td>94.50</td>
<td>96.60</td>
<td>79.44</td>
<td>59.31</td>
</tr>
<tr>
<td>4</td>
<td>80.11</td>
<td>87.16</td>
<td>87.86</td>
<td>94.80</td>
<td>91.98</td>
<td>29</td>
<td>80.54</td>
<td>87.02</td>
<td>93.21</td>
<td>83.87</td>
<td>85.25</td>
</tr>
<tr>
<td>5</td>
<td>79.25</td>
<td>86.40</td>
<td>86.67</td>
<td>94.73</td>
<td>81.36</td>
<td>30</td>
<td>79.86</td>
<td>93.43</td>
<td>99.72</td>
<td>79.06</td>
<td>58.82</td>
</tr>
<tr>
<td>6</td>
<td>82.52</td>
<td>89.93</td>
<td>79.47</td>
<td>97.20</td>
<td>92.32</td>
<td>31</td>
<td>86.57</td>
<td>93.55</td>
<td>99.81</td>
<td>82.35</td>
<td>65.79</td>
</tr>
<tr>
<td>7</td>
<td>78.27</td>
<td>94.09</td>
<td>88.79</td>
<td>91.83</td>
<td>86.66</td>
<td>32</td>
<td>85.78</td>
<td>93.17</td>
<td>93.23</td>
<td>85.06</td>
<td>72.90</td>
</tr>
<tr>
<td>8</td>
<td>80.15</td>
<td>86.85</td>
<td>88.14</td>
<td>97.24</td>
<td>83.21</td>
<td>33</td>
<td>79.90</td>
<td>93.08</td>
<td>97.66</td>
<td>76.15</td>
<td>66.31</td>
</tr>
<tr>
<td>9</td>
<td>83.64</td>
<td>90.88</td>
<td>94.01</td>
<td>97.54</td>
<td>65.65</td>
<td>34</td>
<td>82.74</td>
<td>90.01</td>
<td>94.41</td>
<td>74.68</td>
<td>76.16</td>
</tr>
<tr>
<td>10</td>
<td>80.14</td>
<td>87.13</td>
<td>88.47</td>
<td>95.84</td>
<td>85.15</td>
<td>35</td>
<td>86.29</td>
<td>93.42</td>
<td>95.46</td>
<td>73.97</td>
<td>79.07</td>
</tr>
<tr>
<td>11</td>
<td>81.32</td>
<td>88.54</td>
<td>84.75</td>
<td>99.91</td>
<td>78.31</td>
<td>36</td>
<td>85.63</td>
<td>93.25</td>
<td>99.88</td>
<td>91.11</td>
<td>90.41</td>
</tr>
<tr>
<td>12</td>
<td>79.47</td>
<td>86.15</td>
<td>84.95</td>
<td>95.75</td>
<td>95.82</td>
<td>37</td>
<td>82.17</td>
<td>90.24</td>
<td>96.96</td>
<td>68.58</td>
<td>77.14</td>
</tr>
<tr>
<td>13</td>
<td>82.72</td>
<td>90.44</td>
<td>86.72</td>
<td>96.92</td>
<td>76.67</td>
<td>38</td>
<td>85.60</td>
<td>93.35</td>
<td>99.67</td>
<td>81.11</td>
<td>76.03</td>
</tr>
<tr>
<td>14</td>
<td>76.75</td>
<td>86.50</td>
<td>85.74</td>
<td>95.12</td>
<td>91.00</td>
<td>39</td>
<td>84.48</td>
<td>91.48</td>
<td>97.54</td>
<td>65.64</td>
<td>76.68</td>
</tr>
<tr>
<td>15</td>
<td>81.60</td>
<td>89.44</td>
<td>90.99</td>
<td>92.07</td>
<td>79.16</td>
<td>40</td>
<td>85.25</td>
<td>92.27</td>
<td>94.89</td>
<td>79.99</td>
<td>80.95</td>
</tr>
<tr>
<td>16</td>
<td>83.64</td>
<td>90.53</td>
<td>91.46</td>
<td>96.43</td>
<td>77.84</td>
<td>41</td>
<td>78.62</td>
<td>90.89</td>
<td>64.14</td>
<td>72.85</td>
<td>97.08</td>
</tr>
<tr>
<td>17</td>
<td>81.19</td>
<td>88.18</td>
<td>90.31</td>
<td>99.17</td>
<td>98.77</td>
<td>42</td>
<td>81.17</td>
<td>92.22</td>
<td>94.32</td>
<td>78.24</td>
<td>89.09</td>
</tr>
<tr>
<td>18</td>
<td>79.39</td>
<td>89.11</td>
<td>85.16</td>
<td>94.67</td>
<td>91.32</td>
<td>43</td>
<td>86.99</td>
<td>93.93</td>
<td>95.46</td>
<td>67.82</td>
<td>97.56</td>
</tr>
<tr>
<td>19</td>
<td>80.88</td>
<td>87.14</td>
<td>86.97</td>
<td>93.79</td>
<td>91.22</td>
<td>44</td>
<td>87.70</td>
<td>94.48</td>
<td>98.61</td>
<td>82.86</td>
<td>90.31</td>
</tr>
<tr>
<td>20</td>
<td>81.85</td>
<td>89.10</td>
<td>82.36</td>
<td>95.86</td>
<td>92.29</td>
<td>45</td>
<td>86.53</td>
<td>93.42</td>
<td>97.59</td>
<td>73.93</td>
<td>63.28</td>
</tr>
<tr>
<td>21</td>
<td>81.24</td>
<td>88.62</td>
<td>84.37</td>
<td>97.33</td>
<td>95.29</td>
<td>46</td>
<td>84.99</td>
<td>91.77</td>
<td>99.59</td>
<td>72.72</td>
<td>57.50</td>
</tr>
<tr>
<td>22</td>
<td>79.36</td>
<td>86.95</td>
<td>88.87</td>
<td>92.62</td>
<td>92.23</td>
<td>47</td>
<td>85.04</td>
<td>92.94</td>
<td>86.71</td>
<td>80.53</td>
<td>87.16</td>
</tr>
<tr>
<td>23</td>
<td>81.60</td>
<td>88.79</td>
<td>90.04</td>
<td>97.35</td>
<td>90.46</td>
<td>48</td>
<td>87.15</td>
<td>94.17</td>
<td>97.29</td>
<td>83.79</td>
<td>76.06</td>
</tr>
<tr>
<td>24</td>
<td>78.34</td>
<td>84.97</td>
<td>87.60</td>
<td>94.68</td>
<td>99.15</td>
<td>49</td>
<td>84.08</td>
<td>91.43</td>
<td>95.24</td>
<td>82.26</td>
<td>98.82</td>
</tr>
<tr>
<td>25</td>
<td>83.13</td>
<td>90.00</td>
<td>90.36</td>
<td>95.76</td>
<td>97.18</td>
<td>50</td>
<td>83.34</td>
<td>89.60</td>
<td>92.83</td>
<td>77.67</td>
<td>92.09</td>
</tr>
</tbody>
</table>

Avg 82.46 90.36 91.05 86.51 83.82

Figure 7. Scatter plot (numerical versus predicted) for the maximum peak in the mooring line force. The test data are categorized depending on the value of the significant wave height, $H_s$; the blue dots show the trend when the value of $H_s$ is within the range of the training data, while the red dots show the prediction when greater values are assigned to $H_s$. The results from the 50 validation experiments of the DT model are shown in Figure 8 by six examples. Three lines are plotted, with the black dashed line showing the results from the CFD simulation, while the blue dash dot line shows the results from the initial DT and the solid red line the results from the enhanced DT model. From the results presented, one can see that the addition of the extra DT models for the peaks (enhanced DT) was crucial for the overall performance of the DT of the wave energy converter mechanism. When comparing Figures 7 and 8, it can be noticed that the data sets No. 7, 24, and 25 of Figure 8 belong to the results plotted in blue in Figure 7, i.e., they have input parameter values within the range of the training data for the DT, which explains their good fit to the CFD results. Conversely, No. 28, 29, and 42 of Figure 8 are in the red region of Figure 7, i.e., their input parameters are outside the range of the training data, which explains the smaller accuracy for these cases.
Figure 7. Scatter plot (numerical versus predicted) for the maximum peak in the mooring line force. The test data are categorized depending on the value of the significant wave height, $H_s$; the blue dots show the trend when the value of $H_s$ is within the range of the training data, while the red dots show the prediction when greater values are assigned to $H_s$.

Figure 8. Results from the initial and enhanced digital twin model as compared to the CFD solution. As shown in Figure 7, the data sets No. 7, 24, and 25 have input parameter values within the range of the training data for the DT, which explains their good fit to the CFD results, whereas No. 28, 29, and 42 are based on input parameters outside the range of the training data, which explains their poorer fit.

5.3. Sensitivity to Input Parameters

As described in Section entitled “Digital twin construction”, the DT calculates the mooring force as the sum of the overall mean value, $\mu$, and the influence effect of the wave height, wave period, PTO damping, and spring stiffness expressed as $F_1, F_2, F_3,$ and $F_4$, respectively.

In this section, we will evaluate the sensitivity of the mooring force to the input parameters values. The evaluation is illustrated by means of the 3D surface plots shown...
in Figure 9. For the total simulation time (52 s), the mooring force can change depending on the assigned value of the input parameters. From Figure 9, it can be concluded that the significant wave height, $H_s$, has the maximum influence ($F_1 = 140 \text{kN}$) when $H_s > 7 \text{ m}$. For small values of $H_s$, the mooring force is negatively affected as compared to the mean value. The wave peak period shows the maximum contribution for shorter waves, $T_p < 10 \text{ s}$, implying that steeper waves result in the increase of the mooring force. The contribution of wave period reaches up to $F_2 = 120 \text{ KN}$. The influence of the PTO characteristics, $F_3$ and $F_4$, is less compared to the wave characteristics. In particular, the maximum value of $F_3$ is $40 \text{ kN}$ and occurs for large damping coefficient, $\gamma$, while the maximum value of $F_4$ is $30 \text{ kN}$ and mainly appears for large spring stiffness.

As a second step of this sensitivity study, it is important to analyze how the four input parameters affect the magnitude of the maximum peak, Peak2. As mentioned earlier, Peak2 is critical not only for the design stage but also for the safe operation of the system. Figure 10 shows the influence of each input parameter in Peak2. The wave height follows a linear trend. For $H_s > 5 \text{ m}$, the mooring force significantly increases; otherwise, for smaller waves, the force tends to get smaller values as compared to the mean. The wave period parameter
presents the minimum contribution at \( T_p = 11 \text{ s} \). For very short waves \((T_p = 8 \text{ s})\) and for very long waves \((T_p > 13 \text{ s})\), the influence of the wave peak period increases significantly. The PTO damping coefficient contributes to the higher increase in the mooring force \((\gamma > 70 \text{ kN})\), while the stiffness of the upper end-stop spring contributes to an increasing trend for \( k_{spring} > 800 \text{ kN} \). In the present study, the PTO damping coefficient has been kept constant throughout each wave condition, which is consistent with a no-control or passive control approach. From the results, the PTO damping affects the experienced loads. This is consistent with earlier studies, which confirmed both experimentally \([62,63]\) and numerically \([9,64]\) that the extreme loads depend on the applied PTO damping. In general, while the PTO damping and the spring stiffness affect the mooring line force, the influence of the wave height is several magnitudes higher.

![Figure 10](image)

**Figure 10.** Influence of the input parameters in the maximum mooring force, Peak2. (A) F1 peak2 vs significant wave height, (B) F2 peak2 vs Wave peak period, (C) F3 peak2 vs PTO damping coefficient and (D) F4 peak2 vs Upper Spring stiffness.

6. Discussion

The DT method adapted in this study has been used initially in the manufacturing domain, particularly to model a production scheduling tool \([24]\) with the primary goal to avoid time-consuming simulations. The motivation of the present work is also the need for a faster modeling tool compared to the traditional techniques. The findings from both studies prove high accuracy and flexibility of the method and its capability to provide successful solution to interdisciplinary applications. However, a common trend is the accuracy reduction when high fluctuations are presented. To overcome this accuracy problem, an enhanced DT was developed, improving the accuracy on areas with high fluctuations.
The main goal of the current study is to provide wave energy conversion designers a tool for fast and accurate predictions of the WEC mooring line force, increasing the efficiency and sustainability of the design process. Specifically, the developed DT model can be used in the initial steps of a WEC design process, and once the final design has been reached, a detailed CFD model can be utilized to quantify the mooring force in a higher accuracy. By following this approach, a vast amount of computational time and cost will be avoided, making the design process more sustainable and faster. Moreover, this DT model can be used as a monitoring tool for measuring the integrity of the real system, operating offshore. The results show that particular care must be taken to capture peaks in the mooring force, which has been addressed in the enhanced version of the DT model. This mainly occurred because one DT model was created for each time step of 0.01 s, yet the peaks did not occur at this exact time step; therefore, the presence of peaks was not captured well. The development and aggregation of the extra three DTs for the peaks was crucial for improving the DT accuracy. With the enhanced DT model, the average global accuracy $\bar{A}$ was improved by approximately 8% while the maximum peak, Peak$_2$, was estimated with an accuracy of 86.51%.

It is also important to state that the accuracy of the DT model increases when the input parameters are within the range of the training sample. Therefore, the selection of the training data sets is a critical step for the successful predictive capabilities of the DT. The presented method required a small number of training data points, and this is a significant advantage making its implementation feasible, practical, and easy. From this study, useful outcomes are drawn regarding the influence of the input parameters. It is concluded that the wave height has the greatest influence in the magnitude of the mooring force, while the PTO characteristics contribute less. It is noticed that for waves higher than 5 m, the force in the mooring increases significantly. The DT model gives also information about the selected values for the PTO characteristics. In this application, the PTO damping coefficient is suggested to be less than 70 kN, while the upper end-stop spring stiffness is less than 800 kN/m.

In this study, each CFD simulation demanded from 28 h up to 92 h at HPC cluster utilizing 128 processors. The DT model required only 1.34 s to provide the prediction for the mooring force. The specifications of the computer utilized for the DT development and mooring force prediction are CPU Intel Core i7 6800K @3.40GHz, memory: 32Gb RAM, GPU: NVIDIA 1080 Ti 5Gb, operating system: Windows 10. It is obvious that the DT significantly minimizes the computational cost to a fraction of time.

7. Conclusions

In this paper, we introduce a statistical model that fits the input–output behavior of the mooring system of a wave energy converter, while the model is trained based on CFD simulations. In particular, the model is able to predict the force in the mooring system of a wave energy converter subjected in extreme wave conditions and for adaptive PTO settings. As stated in the literature, high-fidelity CFD simulations is one of the traditional approaches in the field; however, a statistical model able to fit the input–output pairs reduce the computational cost and increases the efficiency in the engineering design. Furthermore, the method presented in this study has the advantage that it does not demand a great amount of data for learning the system’s behavior. The method has been initially utilized in the manufacturing field, and now, it has been successfully implemented in the wave energy sector, highlighting the interdisciplinary benefit of the method. This is a great contribution to the ascending wave energy applications and one of the first attempts of experimental design in the wave energy structures, as to the best authors knowledge.

In our work, the average global accuracy $\bar{A}$ of the model is 90.36% as compared to the CFD simulations. While the latter need from some hours up to few days to complete, even with access to high performance computing clusters, the DT model requires only a few seconds on a standard PC. However, it is important to clarify here that the contribution of CFD is still fundamental in the development of our model. Nevertheless, a considerable
smaller number of CFD simulations is required to understand the system’s dynamics. Furthermore, the range of training values is crucial for the model’s uncertainty; the accuracy of the DT model reduces for inputs outside the training range.

This study provides also an interesting conclusion in terms of mooring dynamics in extreme wave conditions. For our application, the mooring force increases significantly in high \( H_s > 5 \) m and extreme waves, while the model gives an understanding of how to select properly the PTO characteristics in order to reduce the peaks in the mooring force.

As future work for similar applications, models based on ML and/or ANN methods are suggested; however, more data may need to be available. Furthermore, as previously mentioned, the training data sets need to be carefully selected in order to avoid excess of available training data. In practice, each data point may be expensive or demand days; therefore, it must be consciously selected. Active-learning algorithms are a suitable future approach, as they investigate regions of the input space that are seemed more relevant to the output of interest reducing the demand of large amount of data. Last, apart from the design stage, DT models are implemented for monitoring purposes and life-cycle prediction. In this case, the availability of real measurements during operational conditions would allow the construction of a realistic model of the system, which can be continuously updated.
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