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a b s t r a c t 

Occurrences such as the global climate change have presented critical challenges to humanity and ne- 

cessitated studies into how greenhouse gas emissions can be minimized. One practical solution is the 

generation of power from renewable and sustainable sources; hence, tidal current energy which, how- 

ever, also gives rise to the concept of fluid-structure interaction (FSI). The pressure and fluid flow aspects 

affect the structural deformations and the structural deformations in turn affect pressure and flow. This 

paper presents a perspective review of FSI based optimisation in tidal turbines with a focus on low-order 

aerodynamic, computational fluid dynamics (CFD) and structural modeling. It was acknowledged that, to 

aid humanity amidst the issue of using renewable or non-renewable sources of energy, practical solu- 

tions such as generating renewable energy from sustainable sources are effective. Tidal current energy 

was found to be one of the most reliable solutions but further studies regarding its practicality was ad- 

vised. 

© 2021 Shanghai Jiaotong University. Published by Elsevier B.V. 

This is an open access article under the CC BY-NC-ND license 

( http://creativecommons.org/licenses/by-nc-nd/4.0/ ) 
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. Introduction 

Energy generation across the globe is still overly reliant on fos- 

il fuels. Due to the burning of fossil fuels at an alarming rate, 

here is an increasing concern over the global climate change. 

any policy makers worldwide have realised the importance of 

he energy generation through renewable sources. There are many 

enewable energy sources available such as hydropower energy, 

ind energy, geothermal and tidal energy [1] . In the past decades, 

he tidal turbine energy developed has attracted a lot of attention 

ue to predictable nature of the tides, and has a great potential to 

enerate clean energy [2] . The advances in the tidal energy, con- 

ribute fundamentally towards the sustainable power source fo- 

uses for 2050 and past, improvement of commercial wave and 

idal arrays for producing more than 30 MW of power per annum 

ould be required [3,4] . There are two primary forms of energy 

eneration devices from tidal energy to electrical energy, namely 

idal barrages (using potential energy) and tidal turbines (using 

inetic energy) [5] . Although tidal energy has tremendous poten- 

ial to generate electricity due to its predictable and renewable na- 

ure, the actual manufacturing of the tidal current turbines which 
∗ Corresponding author. 
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hould be efficient, and cost effective there is need for design opti- 

isation to assess the turbine performance in terms of its design, 

ayout and feasibility [6] . 

When designing tidal turbines, it is important to consider the 

uid-structure interaction (FSI). FSI is defined as the Multiphysics 

oupling between laws describing fluid dynamics and structural 

echanics, and it occurs when the flow of fluids causes the struc- 

ure to deform [7] . Unlike most other forms of renewable energy, 

idal currents are a reliable source of kinetic energy caused by the 

egular tidal cycles influenced by the moon’s phases [8] . However, 

ibration in the tidal current turbines, which is induced by hydro- 

ynamic forces, causes resonance and dynamic loads on the struc- 

ure and results in structural deformation/failure. In turn, the de- 

ormation alters the boundary conditions of the fluid flow and, as 

oted by Trivedi & Cervantes [9] , the phenomenon is characterised 

y either oscillatory or stable interactions between a moving or 

eformable structure and an internal or surrounding fluid flow. 

Depending on the strains and stresses exerted on the solid ob- 

ects (which is a function of the velocity and pressure of the flow 

s well as the material properties of the structure) the resultant 

eformations can be very small or significantly large [10] . If the 

tructural deformations are very small and time variations are also 

elatively slow, then the deformation will not considerably affect 

he behavior of the fluid and, hence, the concern is only the con- 

equential stress in the solid parts. In contrast, according to Nash 
access article under the CC BY-NC-ND license 
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Nomenclature 

P power (W) 

T thrust (N) 

ρ air density (kg/m3) 

A rotor disc area (m2) 

F L lift force (N) 

F D drag force (N) 

F A axial force (N) 

c chord length (m) 

λ tip speed ratio 

� angular velocity (m/s) 

α angle of attack ( °) 
ϕ inclination angle ( °) 
μ shear viscosity (m2/s) 

 Phoenix [11] , faster time variations can cause even otherwise 

egligible structural deformations to lead to pressure waves in the 

uid which, in turn, cause the radiation of sound from vibrating 

tructures. However, rather than and FSI problem, such a prob- 

em would be treated as an acoustic-structure interaction. Yet, if 

he structural deformations are large, the pressure and velocity as- 

ects of the fluid will change, and the problem is then treated as 

 bi-directionally coupled Multiphysics analysis. According to Y. Li 

t al. [12] the pressure and fluid flow aspects affect the structural 

eformations and the structural deformations affect the pressure 

nd flow. Kumar et al. [13] presented an optimisation method us- 

ng the response surface model based on the surrogate models for 

adial basis function on the relative blade thickness to optimise the 

verall efficiency of the blade. Where Kumar et al. had used the 

QP algorithm optimisation technique, Fatehi et al. [14] demon- 

trated the cavitation analysis based optimisation on the aerody- 

amic performance of the airfoils, to highlight that the stall and 

erodynamic performance were notably improved when compared 

o without cavitation. A Blade Element Momentum Theory (BEMT) 

odel based design and optimisation performance of a vertical- 

xis tidal turbine blade was investigated by Mannion et al. [6] to 

mploy the corrective methods for dynamic stall, flow expansion 

nd finite aspect ratios. 

The main objective of this paper is to conduct a comprehen- 

ive review on the FSI based optimisation in tidal turbines with 

 focus on low-order aerodynamic, computational fluid dynamics 

CFD) and structural modeling. The previous research has high- 

ighted different individual or combined optimisation techniques 

or the tidal turbine blade design and analysis. 

However, single parameter optimisation increases the cost as 

ell as computing resources, and only one parameter is varied at a 

ingle time or investigation of the fatigue life along with the tidal 

urbine blade performance as demonstrated by Ullah et al. [15] . 

ao et al. [16] presented a comparative numerical analysis of com- 

ined wave and wind energy concepts but there was no FSI based 

ptimisation conducted. FSI based optimisation plays an important 

ole to save computational time, cost, and additional resources to 

btain the optimal tidal turbine blade design. The multi-physics 

oupling of structural mechanics and fluid dynamics is described 

y FSI, hence it proves to be a very important tool to characterise 

he interaction between deformations of the tidal turbines and the 

uid flow around it. Currently, there is a lack of a review on FSI

ased optimisation in tidal turbines. This paper has attempted to 

resent a state-of-the-art review on the FSI based optimisation in 

idal turbines, with a focus on low-order aerodynamic, computa- 

ional fluid dynamics (CFD) and structural modeling. The future de- 

elopment is this area is also highlighted. 
450 
This paper is structured as follows. In Section 2 , low order aero- 

ynamic models, such as Actuator Disk Model and BEM model, are 

iscussed. Section 3 presents different turbulence models involved 

n the CFD modeling along with their governing equations and dif- 

erent CFD discretisation methods. In Section 4 , structural model- 

ng techniques applied onto tidal turbine blade designs using 1D, 

D and 3D FEM models are described. FSI modeling techniques 

re discussed in Section 5 , and the optimisation of tidal turbines 

hrough FSI are highlighted in Section 6 . Section 7 presents the fu- 

ure areas of development, followed by conclusions in Section 8 . 

. Low-order aerodynamic model 

Low-order models are normally designed through modal trun- 

ation by using aeroelastic mode shapes of fully flexible wind tur- 

ines. To capture the effect of shed vorticity and dynamic stall, 

 fairly large number of aerodynamically dominated modes are 

eeded because of the presumption of independent annular flow 

ubes in the Blade Element Momentum (BEM) theory [17] . Some 

f the low-order aerodynamic models include: actuator disk model, 

he BEM model, and the vortex model, which are discussed below. 

.1. Actuator disk model 

The actuator disk model is a mathematical model used in de- 

eloping ideal actuator disks that are mostly found on helicopter 

otors and propellers of aeroplanes [17] . The rotor of the actuator 

isk is usually modeled as an infinitely thin disc that has a con- 

tant velocity along the axis of rotation, i.e. the basic state of a 

overing helicopter [18] . The disc is used in creating a flow around 

he rotor, which creates a mathematical relationship between the 

ower, rotor radius, induced velocity and torque [19] . A number of 

tudies have also considered the friction as one of the variables, ar- 

uing that it can affect torque under certain conditions, e.g. when 

 helicopter is moving [20,21] . 

Nonetheless, for a stationary rotor, e.g., a hovering plane, the 

ower needed to produce a certain thrust using the actuator disk 

odel is calculated as: 

 = 

√ 

T 3 

2 ρA 

(1) 

here P is the power, T is the thrust, ρ is the air density, and A is

he rotor disc area. 

An illustration of the actuator disk model is depicted in Fig. 1 . 

The real-life application of devices that convert translation en- 

rgy into rotational energy include marine and aviation propellers, 

elicopter rotors, windmills, wind turbines, centrifugal pumps, tur- 

ochargers, etc. [23,24] . 

.2. BEM (blade element momentum) model 

The BEM model is a combination of the blade element theory 

nd actuator disk model in order to calculate the local forces on a 

ind turbine blade or a propeller. An illustration of the BEM model 

s depicted in Fig. 2 . It divides the blade into a series of elements

hen calculates the forces on each element. Adding together the 

orces of the different elements enables the calculation of the en- 

ire momentum produced by the entire rotor or propeller [25] . The 

eparation of the elements alleviated the historic challenge of cal- 

ulating the induced velocities at the propeller or rotor [26] . 

The BEM model offered additional relationships that helps ex- 

lain the induced velocity on the rotor disk. The induced velocity 

f the rotor is calculated as: 

i = 

√ 

T 

A 

. 
1 

2 ρ
(2) 
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Fig. 1. Generated actuator discretisation scheme [22] . 

Fig. 2. BEM Model [27] . 
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here υi is the induced velocity, P is the power, T is the thrust; ρ
s the air density, and A is the rotor disc area. 

If this method is used in rotors in forward motion, Madsen et al. 

26] recommend that one should consider the flapping motion of 

he blades in addition to the lateral and longitudinal distribution 

f the induced velocity of the rotor using harmonic models. 

.3. Vortex model 

Before explaining how the vortex model helps in understand- 

ng FSI-based optimisation in tidal turbines, it is important to first 

iscuss what a vortex is. A vortex refers to a region within a fluid 

herein the flow revolves around an axis line that is curved or 

traight. Vortices can be seen as whirlpools, smoke rings, dust dev- 

ls, tornados and/or tropical cyclones [28] . A key concept regarding 

he dynamics of vortices is the vorticity, a vector describing the 

ocal rotary motion at a point within the fluid, which moves along 

ith it, as would be seen by an observer [29,30] . 

In theory, the speed u of the particles, i.e. the vorticity in a vor- 

ex, which helps move a tidal turbine, might vary with the distance 

 from the axis in a number of ways, including (1) the fluid rotating

ike a rigid body, and (2) the particle speed being inversely propor- 

ional to the distance from the axis [31] . The fluid tends to rotate

ike a rigid body when the angular rotational velocity � is uniform 

ausing speed u to increase proportionally to distance r from the 

xis. This means the vorticity will be similar everywhere, i.e. the 
451 
irection will be parallel to the rotation axis and the magnitude 

quals to twice the uniform angular velocity � of the fluid adjust 

o the rotational centre as depicted below [32–34] : 

�
 = ( 0 , 0 , �) , � r = ( x, y, 0 ) (3) 

�
 = 

�
 � × �

 r = ( −�y, �x, 0 ) (4) 

�
 = 

�
 ∇ × �

 u = ( 0 , 0 , 2�) = 2 

�
 � (5) 

When the speed u of the particle is inversely proportional to 

istance r from the axis, then there would be no rotation as ob- 

ects would maintain a similar orientation while moving in circles 

round the axis of the vortex [35] as depicted below: 

�
 = 

(
0 , 0 , αr −2 

)
, � r = ( x, y, 0 ) (6) 

�
 = 

�
 � × �

 r = 

(
−αy r −2 , αx r −2 , 0 

)
(7) 

�
  = ∇ × �

 u = 0 (8) 

. CFD (computational fluid dynamics) modeling 

Using digital computers, the science of CFD produces quantita- 

ive predictions of the phenomena of fluid flow phenomena based 

n the conservation laws, which are concerned with the conser- 

ation of mass, momentum and energy that govern the fluid mo- 

ion [36] . The elementary basis of the CFD problems is the Navier- 

tokes equations that define single-phase fluid flows for liquid or 

as but, most importantly, not both. According to Lindstrom et al. 

35] , these equations are simplified by removing terms that de- 

cribe viscous actions to yield Euler equations while the full poten- 

ial equations are arrived at by further simplification through the 

emoval of terms that describe vorticity [37] . Vorticity has been 

escribed as the curl of the flow of velocity [38] . 

.1. Governing equations 

The fundamental governing equations of fluid dynamics (con- 

inuity, : and energy equations) are the cornerstone of CFD. Ac- 

ording to Constantin et al. [37] , these equations are mathemati- 

al statements of three fundamental properties on which all fluid 
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ynamics is founded, which are: (i) energy is conserved, (ii) mass 

s conserved, and iii) F(force) = m(mass) X a(acceleration) , which 

escribes Newton’s second law. A continuity equation is perceived 

s a nonlinear diffusion equation with regular drift term [39] . It 

nspires ubiquitous applications in fields such as curve measure- 

ent analysis, crowd modeling, biomedical imaging and prediction 

f aerospace debris cloud evolution [40 , 41] . A continuity equation 

s either treated as a Cauchy problem or initial boundary problem 

42] . The elementary physics of continuity equations is the con- 

ervation of mass principle, which is defined as the conservation 

aw the rate at which mass changes within a control volume is 

quivalent to the net rate of mass flowing into the control vol- 

me [43] . Navier-Stokes equations (momentum equations) origi- 

ated from Newton’s second law which states that a moving ob- 

ect’s force is equivalent to its rate of change of momentum. 

.2. Turbulence model 

Turbulence modeling refers to the construction and application 

f mathematical modeling to predict the implications of turbulence 

44] . Turbulent flows are common in nearly each and every real- 

ife scenario, including airflow over aircraft wings [45] . Despite the 

ears of research, there is no single analytical theory explaining the 

volution of turbulent flow, only equations, which can be solved 

irectly for simple cases of flow [44,46] . Turbulence models can 

e roughly categorised into four groups, i.e., (1) RANS (Reynolds- 

veraged Navier-Stokes), LES (Large Eddy Simulation), DES (De- 

ached Eddy Simulation) and Hybrid models, which are illustrated 

elow. 

.2.1. RANS (Reynolds-Averaged Navier-Stokes) 

The RANS equation, which stands from Reynolds-Averaged 

avier-Stokes, is a time-averaged equation of fluid flow motion. It 

as first proposed by Osborne Reynolds, an innovator of fluid dy- 

amics and one of the founders of the University of Manchester 

47] . The equation is mainly used in describing turbulent flows 

nd they can be applied with approximations rooted on knowledge 

f the properties of flow turbulence in order to approximate the 

ime-averaged solutions of the Navier-Stokes equations [48] . The 

quation is written as follows for a stationary flow of an incom- 

ressible Newtonian fluid [49] : 

u i 
∂ u i 
∂ x i 

= ρ f̄ i + 

∂ 

∂ x i 

[
−p̄ δi j + μ

(
∂ u i 
∂ x j 

+ 

∂ u j 
∂ x i 

)
− ρu ′ 

i 
u i 

j 

]
(9) 

here − ρu ′ 
i 
u i 

j 
is the apparent stress, u i is the fluctuating ve- 

ocity component, f̄ i is the vector representing external forces, 

( 
∂ u i 
∂ x j 

+ 

∂ u j 
∂ x i 

) is the turbulent dissipation rate, ρ is the fluid den- 

ity, μ is the shear viscosity of the fluid. 

The left side of the above equation denotes the change in mean 

omentum of the fluid element due to unsteadiness of the mean 

ow and the convection by the mean flow [50] . The change is, 

onetheless, balanced by the following factors: the mean body 

orce, the viscous stress, the isotropic stress and the apparent 

tress [51] . One of the major disadvantages of this model is that 

he nonlinear stress term requires additional modeling leading to 

ore equations that are yet to be verified [52] . The Reynolds de- 

omposition is the basic tool needed for the derivation of the RANS 

quation from the instantaneous Navier-Stokes equations [53] . 

.2.2. LES (Large Eddy Simulation) 

LES is a mathematical model for the turbulence used in un- 

erstanding fluid dynamics, which was first proposed by Joseph 

magorinsky in 1963 to simulate atmospheric air currents [54] . The 

imulation requires one to resolve a wide variety of length and 

ime scales that affect the flow field using Navier-Stokes equations. 
452 
nother approach is to use the direct numerical simulation (DNS), 

ut it is overly expensive plus it prohibits simulation of practi- 

al engineering systems that have complex flow configurations or 

eometry, e.g., landing gears, vehicles, pumps, and turbulent jets 

mong others [55,56] . LES was developed to decrease the compu- 

ational cost by overlooking the smallest length scales that are ex- 

ensive to resolve through low-pass filtering of the Navier-Stokes 

quations [57] . 

The LES model can be used on a temporal or spatial field 

 ( x, t ) and execute either or both a temporal and a spatial fil- 

ering operation. The filtered field that is represented with a bar 

an be defined as follows [58] : 

 ( x, t ) = 

∫ ∞ 

−∞ 

∫ ∞ 

−∞ 

∅ ( r, T ) G ( x − r, t − r ) d τd r (10) 

here G is the filter convolution kernel, ∅ ( x, t ) is the spatial and 

emporal field, τ is the stress tensor. 

Eq. (10) can also be written as follows: 

 = G ∗ ∅ (11) 

The G filter kernel has a � associated cut-off length scale and a 

c cut-of time scale, and smaller scales are eliminated from the ∅ . 
t should also be noted that LES filtering operations cannot satisfy 

he LES operator [59] . 

.2.3. DES (Detached Eddy Simulation) 

DES is a modified RANS model that uses a sub-grid scale for- 

ulation to execute LES calculations. Regions where the turbulent 

ength scale less compared to the maximum grid dimension, i.e., 

egions near solid boundaries, are given the RANS mode of so- 

ution [60] . They are assigned the LES mode when the turbulent 

ength exceeds the grid dimension, implying that the grid resolu- 

ion is not as challenging as the pure LES, thus significantly reduc- 

ng the cost of computation [61] . Fig. 3 presents a sketch of the 

ES model illustrating how RANS and LES are combined to form 

he DES model. 

Lei et al. [61] reported that the DES model was first developed 

or the Spalart-Allmaras model, but later implemented to other 

ANS models by modifying the length scale that can either im- 

licitly or explicitly be involved in the RANS model. This, however, 

oes not overlook the fact that such studies as Song et al. [45] and

akzad [52] consider the DES model more complicated than RANS 

r LES because of the RANS-LES switch during the simulation. 

.2.4. Improved Delayed Detached Eddy Simulation (IDDES) 

Although the LES and DES are often considered as high-fidelity 

urbulence models, they come with an enormously high compu- 

ational cost to obtain good results [63] . Therefore, a combination 

f the RANS turbulence model and LES i.e., IDDES enables a high 

delity computationally more efficient method to analyze the com- 

utational performance of the turbine blades [64] . In determining 
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he pressure coefficient, Improved Delayed Detached Eddy Simu- 

ation captures the time-varying fluctuations pertaining to blade 

enerated turbulence [65] . This model predicts more plentiful and 

ealistic vortex structures which has impact on accurate determi- 

ation of blade pressure distribution and also energy dissipation 

ate and downstream flow field [61] . Although this method hasn’t 

een popular in the tidal turbine industry for numerical simula- 

ions, it is highly popular in the wind turbine industry due its na- 

ure to predict the accurate pressure fluctuations [66] . 

.2.5. Hybrid 

Several studies have evaluated the ability of a hybrid RANS and 

ES turbulence method that can accurately predict the physics of 

n uneven separated flow field in an unstructured legacy [67] . In 

ang et al. [66] , the hybrid model blends the k − ω SST RANS 

odel with a single equation LES model for the sub-grid scale tur- 

ulent kinetic energy k sgs . The researchers found that the unstruc- 

ured grids created by the hybrid model offer better resolution of 

he complex geometries that increase the efficiency of the hybrid. 

n Li and Huang [67] , the RANS and LES hybrid was informed by

n auxiliary transport variable ˜ B , executed in a compressible, high- 

rder computational solver Flamenco. A flow around a NACA4412 

erofoil was used to evaluate the predictive capability of the hybrid 

odel in adverse pressure gradients. The hybrid model responded 

ell with increased resolution; predicted cylinder separation an- 

les were in line with the expected range, despite the difficulties 

n accurately capturing the recirculation lengths. 

.3. Discretisation method 

Generally, the stability of the chosen discretisation is numeri- 

ally established rather that analytically. Discretisation entails tak- 

ng continuous variables or functions and transforming them into, 

espectively, discrete variables or functions [68] . Since it is con- 

iderably manageable to analyze discrete data and functions those 

ontinuous ones, discretisation is usually the first step in many an- 

lyzes. The discretisation process can be visualised as: (i) analysing 

he continuous values taken on by a variable, (ii) dividing the con- 

inuous values into segments, and iii) grouping the segments into 

ins by first deciding how the number of bins should be selected 

nd then deciding how wide they will be [69,70] . The discretisa- 

ion methods can be roughly categorised into three groups, i.e., 

VM (Finite Volume Method), FEM (Finite Element Method) and 

DM (Finite Difference Method), which are illustrated below. 

.3.1. FVM (Finite Volume Method) 

FVM features an advantage in memory usage and solution 

peed, which makes it a commonly used approach in CFD codes es- 

ecially for large problems, source term dominated flows and high 

eynolds number turbulent flow [71] . The governing partial differ- 

ntial equations in this model (usually the Navier-Stokes equations, 

he turbulence equations and the mass and energy conservation 

quations) are conservatively recast and solved over discrete con- 

rol volumes [72] . Such discretisation ensures the conservation of 

uxes via a particular volume control. 

.3.2. FEM (Finite Element Method) 

Although FEM is normally used in the structural analysis of 

olids, it is also applied to fluids, but special care is required in 

ts formulation to ensure a conservative solution. However, even 

ith the need to formulate it carefully in order to ensure it is con- 

ervative, FEM is more stable than the FVM model even though it 

ay require more memory and has relatively slower solution times 

73] . 
453 
.3.3. FDM (Finite Difference Method) 

FDM is simple to programme but is presently used only in lim- 

ted specialised codes that handle complex geometry with high 

fficiency and accuracy by using overlapping grids or embedded 

oundaries [74] . 

.4. Mesh 

Mesh refers to a subdivision of a continuous geometric space 

nto a discrete topological and geometric cell forming a simplicial 

omplex [75] . A simplicial complex is a set composed of triangles, 

ine segments, points, and their n-dimensional counterparts, as il- 

ustrated in Fig. 4 . 

.4.1. Structured mesh 

Nash & Phoenix [11] define a structured mesh as a set of hexa- 

edral elements with an implicit connectivity of the points in the 

esh. The generation of the structured mesh for complex geome- 

ries is time-intensive because of the possible need to manually 

reak the domain into several blocks depending on the nature of 

he geometry. Because the structured mesh can handle cells with 

ery high aspect ratio cells in the boundary layer, it has superior 

ccuracy for viscous calculations. An example of structured mesh 

s depicted in Fig. 5 . 

.4.2. Unstructured mesh 

An unstructured is a set of elements, usually tetrahedrons, with 

 connectivity that is explicitly defined. The process of generat- 

ng an unstructured mesh involves, first, creating the points and, 

econd, defining the connectivity between the points [77,78] . Be- 

ause of its automation and flexibility, the unstructured mesh is a 

avoured choice even though it may have a relatively unfavourable 

olution accuracy compared to the structured mesh. This, accord- 

ng to Ji et al. [77] , is because of the presence of skewed elements

n sensitive areas such as boundary layers. An example of unstruc- 

ured mesh is depicted in Fig. 6 . 

.4.3. Hybrid mesh 

The hybrid mesh generation is an attempt to combine, exploit 

nd enhance the advantages of the structured and unstructured 

eshes [80] . In the hybrid mesh, the viscous region is filled with 

exahedral or prismatic cells while the remaining domain is filled 

ith tetrahedral cells. Hybrid meshes in viscous regions have been 
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Fig. 5. Structured mesh on a 2D airfoil [76] . 

Fig. 6. Unstructured mesh around an airfoil [79] . 

Fig. 7. Hybrid mesh [83] . 
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bserved to create lesser numbers of elements than fully unstruc- 

ured meshes with similar resolutions, which is demonstrated in 

ig. 7 [81] . Because the hybrid mesh does not have restrictions 

n the number of faces on a cell or edges, it is highly flexible 
454 
nd suitable for topological adaptation. It has also been reported 

hat the unstructured mesh has an advantage over its structured 

ounterpart in handling complex geometries, load balancing using 

raph partitioning algorithms, mesh adaptation using local refine- 

ent and de-refinement and moving mesh capability by locally re- 

airing poor quality elements [82] . 

.5. Boundary conditions 

Boundary conditions in fluid dynamics refer to the set of con- 

traints to boundary value problems in computational fluid dy- 

amics, including inlet and outlet boundary conditions, periodic 

r cyclic boundary conditions, symmetric boundary conditions, ax- 

symmetric boundary conditions, constant pressure conditions, and 

all boundary conditions [84] . Boundary conditions for fluid flow 

re essentially more complex due to the coupling of velocity fields 

ith pressure distribution [85] . Defining the perfect conditions in 

FD requires the specification of two types of boundary condi- 

ions including the Neumann boundary condition and the Dirich- 

et boundary condition. The Dirichlet boundary condition ∅ is the 

equirement for specifying the physical quantity compared to the 

oundary of a turbulent flow, illustrated as follows: 

 = f ( analytic ) (12) 

The Neumann boundary condition, on the other hand, involves 

he prescription of the derivative boundary, as illustrated below: 
∂∅ 
∂n 

= 0 . Inflow boundaries mainly assume the Dirichlet approach, 

hereas outflow boundaries mainly assume the Neumann ap- 

roach [86] . Illustrations of inflows and outflows can be seen in 

ig. 8 below: 

. Structural modeling 

Structural modeling is a diverse set of mathematical models, 

omputer algorithms and statistical techniques, which turn net- 

orks of constructions into data [88] . The structural strength of 

he tidal turbine blade system is driven by the material proper- 

ies, hydrodynamic shape and the types of loads it can withstand 

89,90] . The structural modeling approaches of the tidal turbine 

lades ensure that the system can meet the static as well as the 

ynamic load based fatigues from the marine currents over its life- 

ime [91] .The three types of structural modeling approach that will 
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Fig. 8. Boundary Condition in a CFD simulation [87] . 

Fig. 9. Maximum deflection on a blade using FEM [94] . 
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e discussed in this file is 3D FEM model and the 1D & 2D beam

odels. 

.1. 3D FEM Model 

3D FEM models were developed after researchers realised that 

ven though there are numerous geotechnical problems, which 

an be reduced to plane strain or axisymmetric conditions, others 

re overly challenging, which can simply be understood by using 

ifferent three dimensional methods [92,93] . Applying the plane 

train or axisymmetric model by reducing a particular direction to 

ero is merely simplifying the real case and can be shown in Fig. 9

elow. 

Ye et al. [93] conducted a hydrodynamic analysis on the design 

f the nozzle turbine to analyze the pressure effects and evalu- 

te the durability of the composite material on the turbine under 

ritical hydrodynamic and hydrostatic pressure loads with a fail- 

re criterion implementation. Payne et al. [94] studied the fatigue 

oad damages on a horizontal axis tidal turbine blade which are 
455 
aused due to the wave loads in order to avoid the entire turbine 

eplacement cost, by performing 3D FEA on the parameter varia- 

ion such as pitch angles, blade material, and number of blades to 

nsure the structural stability of the turbine system. A finite vortex 

ethod employing the Kutta condition of the pressure difference 

t the trailing edge of a cycloidal vertical axis tidal turbine was 

eveloped by Nachtane et al. [95] to compare the instantaneous 

nd average loads of the fixed pitch turbine and cycloidal turbine. 

It is important to consider every component is geotechnical 

roblems, particularly when the domain has an irregular shape be- 

ause a corner effect can have a significant influence of how struc- 

ures behave [96] . 

.2. 1D and 2D beam model 

A 1D beam model is easier and computationally more effective 

ompared to the 3D FEM model, which is why it is extensively 

sed for different engineering applications to carry out static and 

ynamic analysis of structures [97] . 1D beams have seven at every 
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Fig. 10. Isometric view of a hydrodynamic twisted cantilever airfoil beam [101] . 
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Fig. 11. One-Way FSI [103] . 

Fig. 12. Two-Way FSI [103] . 
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nd of the node, i.e., one DOF approximating the cross-sectional 

eformation because of torsional warping, three rotations (R) and 

hree translations (T) [98] . 2D beam models are useful to charac- 

erise the complexity of the rotating blade systems to adopt them 

nto modal reduction of the beam elements [99] . 2D beam finite 

lements are assumed to be axis symmetrical, and also has the 

exibility to represent the modal density not represented by 1D 

eam kinematics [100] . The kinematics of the rotating tidal tur- 

ine blade when describing them through a beam model are often 

ssumed that the blade structure is made of an isotropic material 

nd the model has a twisted cantilever beam fixed at the blade 

oot level. Nguyen et al. (n.d.) presented an isometric view of the 

wisted cantilever beam of a twisted hydrofoil made out of two 

pars and two skins as where the thrust force was assumed to be 

cting at the centre of the hydrodynamic tidal turbine blade, and 

s highlighted in Fig. 10 below: 

. FSI modeling 

FSI refers to the interaction of movable or deformable struc- 

ures within or around a fluid flow, i.e., the interaction between 

uids and solids [102] . Such interaction is a phenomenon that one 

an observe in nature, e.g. the movement of sand dunes and the 

eformation of trees caused by wind. Such a process can be calcu- 

ated using equations and laws from different physical disciplines, 

.g., Multiphysics applications such as FSIs [103] . FSI simulations 

re essentially classified into monolithic and partitioned methods 

nd partitioned methods are further classified into one-way and 

wo-way modeling [27,104] . 

.1. One-way FSI and two-way FSI 

In one-way modeling, the property of a particle flow in the 

uid affect such properties of the particle as temperature, veloc- 

ty, etc., but the particle hardly influences the properties of the 

uid [105] . In two-way modeling, there is mutual interaction be- 

ween the particles and the fluid, i.e., they body affect each other’s 

roperties. Irrespective of whether one-way or two-way modeling 

ethods are applied, the solutions are derived from a partitioned 

pproach wherein separate solutions from the numerous physical 

elds are prepared [106] . For one-way modeling, on the pressure 

f the fluid that acts at the structure is transferred to the struc- 

ure solver whereas, in two-way modeling, the displacement of the 

tructure is transferred to the fluid solver, as well [107] . 

Fig. 11 below is an illustration of the one-way modeling ap- 

roach. The fluid field is normally solved when fulfils the con- 

ergence criteria then the transfer of the calculated forces at the 
456 
tructure boundaries to the structure side commences. The struc- 

ure side is also calculated when convergence criteria is met, and 

he fluid flow calculated to convergence. The solution is fulfilled 

nce one reaches the maximum number of time steps. 

Fig. 12 below illustrates a process flow chart of the two-way 

odeling approach. As can be seen from Fig. 12 , a converged so- 

ution for the flow field is needed to create the forces acting on 

he structure. A converged solution of the structural dynamics is 

lso attained after interpolating the fluid mesh forces to the sur- 

ace mesh of the structure. The structure’s response to the load 

epresents a structural grid nodes displacement. 

.2. Continuum and discrete modeling 

Continuum elements essentially model small blocks of materi- 

ls in a component. The discrete model, on the other, takes into 

onsideration the individual existence of each discrete grain form- 

ng the medium. In discrete modeling, the collection of grains is 

ssentially influenced by standard equations of motion as well 

s the contact laws that describe the collisions between surfaces 

108] . 

.2.1. FSI formulation at continuum level 

The FSI formulation at continuum level uses a fixed Euler coor- 

inate system comprising of the following: a conservation of mass 

nd momentum, phase convection equation and constitutive laws 

or stress as data [109] . The stress implied is the Cauchy stress, 

hich is also known as laboratory stress, and the phase variable is 

pplied in defining such material data as constitutive law for the 

aterial and stress parameters [110] . The mass, momentum and 

nergy conservation equations are presented in Eqs. (13) –(15) , re- 
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pectively: 

 t ρ + D xi 

(
u j ρ

)
= 0 (13) 

 t m i + D xi 

(
u j m i 

)
= D x σi (14) 

 t e + D xi 

(
u j e 

)
= D x σi u i (15) 

The phase convection equation is given by 

 t θ + D xi u i e = 0 . (16) 

.2.2. ALE-VMS formulation of fluid mechanics with weak boundary 

onditions 

The ALE-VMS formulation of fluid mechanics with weak bound- 

ry conditions is given by u h ∈ S h u and p h ∈ S h p , such that V W 

h ∈ V h u 

nd V q h ∈ V h p . The time-dependent fluid domain is first split into 

ndividual spatial finite element subdomains and the S h u and S h p that 

espectively denote the finite element spaces velocity and pressure, 

nd the V h u and V h p test functions are of equal order comprised of 

iece-wise linear polynomials that are also continuous at the inter- 

lement boundaries of the model [111] . 

.2.3. Sliding-interface formulation for objects in relative motion 

This model is derived from the fact that fluid meshes sur- 

ounding a solid structure can slide over each other to accom- 

odate a rotational motion of the solid; also, a fluid mesh adja- 

ent to the sliding interface can translate through a background 

uid mesh. Owing to independent nature of the design of fluid 

nd solid meshes as well as the relative motions of sliding fluid 

eshes, non-matching meshes can take place at their common 

nterfaces. Such non-matching meshes are normally connected by 

ariable-node elements thus guaranteeing continuity, compatibility 

nd force equilibrium in all the interfaces [112] . 

.2.4. Time integration of FSI equations 

Primarily, time integration of FSI equations intends to control 

he following error 

 n +1 = x ( t n +1 ) − x n +1 (17) 

uch that, 

 | g n +1 | | L 2 ≤ ε �t 
g (18) 

olds with a user-given tolerance ε �t 
g for the error and with the 

 2 -norm expressed as: 

 | ( . ) | | L 2 = 

√ 

∫ 
�
( . ) 

2 (19) 

Because the error is ever accessible directly, controlling it is 

ractically impossible. The only alternative is using the local error 

efined as: 

 n +1 = x ( t n +1 ) − x n +1 (20) 

hereby one assumes x n = x ( t n ) as the start of the time step

108] as illustrated in Fig. 13 below: 

. FSI-based optimisation of tidal turbines 

Oceanic tides can produce vast amounts of renewable energy 

nd tidal turbines are one of the vital technologies that can ex- 

ract and harness such a potential. To harness economically effec- 

ive amounts of power, thousands of tidal turbines need to be de- 

loyed in the ocean, but this has led to questions regarding the 

anner in which they should be displayed in order to harness 

aximum [113] . This section will discuss FSI-based optimisation of 

oth tidal turbine airfoils and blades. 
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.1. FSI-based optimisation of tidal turbine airfoils 

The deformation of airfoil is due to its interaction with the 

orces imposed by the fluid surround the airfoil, the airfoil’s ma- 

erial properties, stiffness distribution or mass, as well as the actu- 

tion of the airfoil. When an aircraft is moving, the forces passively 

nteract to crease temporal and spatial patterns of airfoil shape and 

ovement [114] . Fig. 14 below illustrates an aircraft’s airfoil. 

The FSI equation for optimising the tidal turbine airfoil is as 

ollows: (
∂u f luid 

∂t 

)
+ ρ( u f luid . ∇ ) u f luid = 0 (21) 

 . 

[
−P I + u 

(∇ u f luid + ( u f luid ) 
T 
)

− 2 

3 μ( ∇ ∗ufluid ) 

]
1 + F 

(22) 

∂ρ

∂t 
+ ∇ ∗ ( pu f luid ) = 0 (23) 

(
∂ 2 usolide 

d t 2 

)
− ∇ . σ = F v (24) 

Kim et al. [113] studied the material fatigue effects produced 

ue to the cyclic loads caused by the drag associated on the 

ACA0018 airfoil, and also investigated the parameters of the os- 

illation frequency and tip speed ratio. The results indicated that 

he high tip speed rations occur in the dynamic flow regimes 

here the blades not only create higher thrust but also peak-to 

eak cyclic normal force variations. The FSI analysis carried out 

y Zullah et al. [114] dealt with an oscillating airfoil to describe 

he vertical displacement and rotational displacement at the end 

f the each heave cycle. The results demonstrated that a higher 

ngle of attack generates more hydrodynamic forces, but at the 

ame time it requires more energy to carry out the pitch rota- 

ion, thus resulting in less turbine efficiency. A fully coupled 2D 

uid-structure interaction simulations were investigated by Jean- 

onod & Olivier [115] at Reynolds number of 1,100 with the airfoil 

hord ratio thickness of 1% (see Fig. 15 ) – for three different mesh 

onfigurations The results indicated that the pressure driven de- 

ormations increase the energy performance of the foils where the 

nertia-driven deformations are useful to the rear foils of the plate. 

Further studies have demonstrated that in order to optimise the 

ingle turbine efficiency using the 2D airfoil shape parameterisa- 

ion improves the overall efficiency by more than 20% when CFD 

s coupled with an optimiser such as Genetic Algorithms [117,118] . 

.2. FSI-based optimisation of tidal turbine blades 

Tidal turbine blades, on the other hand, go through consid- 

rable deflection because of fluid interactions and FSI models 

an help model such hydro-elastic behavior [119] . The blade is 

ormally split into a number of independently functioning 2- 

imensional parts whose aerodynamic forces can be summed 

ased on the blade length to determine the total forces and mo- 

ents on the rotating body [120] . The FSI-based optimisation al- 

ows one to calculate the forces on every part based on the lo- 

al incident flow angles making use of knowledge on lift and drag 

haracteristics of the blade numerically and empirically using the 

eynolds number depending on the blade as well as the flow 

egime. Another method suggested by Zullah & Lee [112] is equat- 

ng the decrease in pressure across the plane of the disk to the 

rag force or thrust on the rotor disk; thus, with a complementary 

ssumption regarding the turbine efficiency, average rotational and 



S.S. Kulkarni, L. Wang, N. Golsby et al. Journal of Ocean Engineering and Science 7 (2022) 449–461 

Fig. 13. Time Integration of FSI [108] . 

Fig. 14. Airfoil [114] . 
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xial velocities induced by the rotor can be calculated. A FSI pro- 

edure combining BEMT theory and FE Analysis was presented by 

uzuki and Mahfuz [119] by considering the interaction of hydro- 

ynamic loads and structural responses within the inlet velocity, as 

ell as lift and drag coefficients. Waqas and Ahmad [120] carried 

ut a coupled modular FSI model for the evaluation of the tidal 

urbine performance and the stress loads under a uniform and un- 

teady flow (see Fig. 16 ), the FSI model resulted in 22.1% stress 

ariation during a rotation cycle under steady flow conditions. 

Bazilevs et al. [27] developed an FSI model to simulate both 2D 

nd 3D vertical axis tidal turbine blades (VATT), to analyze the 

lastic response of the VATT in turbulent flow using anisotropic 

esh adaptivity, and later compare the power co-efficient. A para- 

etric analysis dealing with the effects of the inlet velocity and 

he mechanical behavior of the kinematic effect on a composite 

idal current turbine was studied by Ye et al. [93] to investigate 

he effects of environmental conditions on the mechanical condi- 
Fig. 15. Vorticity effects investigated for three different meshes (

458 
ions of the composite under static and dynamic loading condi- 

ions. Suzuki and Mahfuz [121] compared the CFD & FSI Power Co- 

fficient values with the experimental values and concluded with 

he difference of less than 10% for the turbine performance, which 

as due to the difference in the pressure differences between each 

ide of the blades. 

. Future development 

Navier-Stokes equations are acknowledged as the mainstay for 

ll fluid flow dynamics and their applications cover many areas 

uch as FSI, aerodynamics, bio-inspired transportation, turbo ma- 

hinery and nanofluids. Because of the omnipresent nature of the 

pplications of the Navier-Stokes equations, researchers have in- 

reased interest in providing solutions to them (the equations). The 

athematical complexity of the equations has made it necessary to 

olve them in three numerical ways: (i) fixed grid methods (ii) im- 

ersed boundary methods and (iii) mesh free methods. However, 

ome researchers [11,12] have also noted that the Navier-Stokes 

quations do not take into account many other factors. For exam- 

le, Goudarzi et al. [7] pointed out that the Navier-Stokes equa- 

ions underestimate fluid forces as the rotations, changes in turbu- 

ence, and shear rate constitute additional forces. There is need for 

uture studies to consider additional unsteady force, additional his- 

ory force, additional rotational force and additional gradient force, 
a) coarse mesh, (b) medium mesh, and (c) fine mesh [116] . 
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Fig. 16. Equivalent stress and total deformation on the tidal turbine rotor for three FSI simulations [122] . 
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hich is not the case with the Navier-Stokes’s equations in their 

resent forms. 

Studies have also shown that even though the Navier-Stokes 

quations have been instrumental in the study of FSI, some crit- 

cal aspects are overlooked. For example, Latifi et al. [40] assert 

hat the flow is often also coupled with a source of vorticity such 

s pressure gradient because of non-slip boundary circumstances 

nd Coriolis Effect and such flows are referred to as non-stationary. 

atifi et al. [40] note that using the Riccati partial differential equa- 

ion, the Navier-Stokes equations have been modified to include 

n approximate solution. When the flow gets turbulent, flow field 

uctuation arises and gives rise to more unknowns. Another prob- 

em and consideration for future studies, therefore, is to close the 

xisting equations; there is need to model more equations or mod- 

fy the existing Navier-Stokes equations to introduce turbulence 

odeling. 
459 
Also, as there is an ardent need to use composite materials in 

he maritime industry to improve the structural and hydrodynamic 

erformance of naval structures [123] . By using the FSI optimisa- 

ion method this can be achieved. Along with the maritime in- 

ustry, the Naval industry also has submerged structures which 

re subjected to the underwater shocks, and analysing the faults 

f such structures proves to be expensive [124] . Hence, by apply- 

ng FSI based optimisation where a coupled FEA analysis with Cost 

nalysis can help reduce the costs by pre-estimating the faults. 

Furthermore, the future work of this paper would include per- 

orming an innovative mathematical analysis to optimise the nu- 

erical performance of the tidal turbine blades base on the dif- 

erent time integration schemes where both the fluid and solid 

omains are present where the significant influence of stability 

ould be place on the FSI coupling. Thus, by selecting the appro- 

riate design parameters, and the objective functions the hydro- 
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ynamic efficiency of the tidal turbine blade could be improved. 

inally, another area where the future development of this work 

ould lead into the multi-objective hybrid model optimisation of 

he tidal turbine blade systems using a Genetic Algorithm coupled 

ith FSI coupling based on the Finite Element Method parameters 

uch as unsteady force and mass as the optimum objectives and 

onstraints to develop a methodology for tidal energy to help im- 

rove the hydrodynamic efficiency and its ability in the future. 

. Conclusion 

This perspective review has focused on low-order aerodynamic, 

omputational Fluid Dynamics (CFD) and structural modeling to 

xplore Fluid Structure Interaction (FSI) based optimisation in tidal 

urbines. A comprehensive review on the FSI based optimisation in 

idal turbines along with the detailed CFD & Structural modeling 

echniques and their applications in tidal turbines are presented. 

t has been acknowledged that, to aid humanity amidst the issue 

f using renewable or non-renewable sources of energy, practical 

olutions such as generating renewable energy from sustainable 

ources are effective. Tidal current energy is one such reliable so- 

ution but has also been found to be challenged by the concept of 

SI. Hydrodynamic forces produce vibrations in the tidal current 

urbines which, in turn, cause resonance and dynamic loads on 

he turbines resulting in deformation and failure. The strains and 

tresses exerted on the structures are varied by the velocity and 

ressure of fluid flow and can cause either small or considerable 

eformations. A comprehensive insight is also provided into how 

he mathematical representations of models such as Actuator Disk 

odel, BEM and Vortex Model are derived. The fundamental gov- 

rning equations of fluid dynamics have also been described as the 

ornerstone of CFD and these are the continuity, momentum, and 

nergy equations. It is also found that currently there are only sin- 

le parameter optimisation study presented on tidal turbines such 

s structural or hydrodynamic optimisation to improve either the 

irfoil or a 3D tidal turbine blade performance. More studies would 

e seen in the future to implement the FSI based optimisation by 

oupling with a Genetic Algorithm to demonstrate further applica- 

ility and help improve the hydrodynamic efficiency. 
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