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 A B S T R A C T

The characterization of extreme wave climates and future projection analyses are essential for offshore 
renewable energy planning and coastal protection. This study examines the maximum individual wave height 
(𝐻𝑚𝑎𝑥) around Ireland, using ERA5 reanalysis data from 1991 to 2020, validated against 𝐻𝑚𝑎𝑥 observations 
from Irish moored buoys. Extreme wave climate regions are defined, employing a model-based clustering 
technique, which relies on the wave height distribution of each area. The probability of rogue waves – defined 
as waves where the maximum wave height is at least twice the significant wave height – is assessed for each 
region. The results suggest that, while extreme waves are more likely to occur far offshore on the west coast of 
Ireland, the likelihood of rogue waves is higher on the east coast and closer to shore. The Gumbel distribution 
is employed to estimate the 50-year return period 𝐻𝑚𝑎𝑥 values; these projections are compared to the National 
Renewable Energy Laboratory’s threshold of 30 m, representing the maximum 50-year return period wave 
height offshore wind turbines must withstand. This threshold is exceeded in areas far offshore from Ireland’s 
west coast, particularly near the M6 buoy location. Additional analyses of thresholds, at 29 and 28 m, suggest 
a broader area may be impacted by these high waves. The findings provide valuable insights into the spatial 
variability of extreme wave events, informing risk assessments for offshore renewable energy developments.
1. Introduction

The significance of wave energy and floating offshore wind energy, 
in the future energy landscape, cannot be overstated. As the global de-
mand for sustainable energy sources intensifies, both wave and floating 
wind energy present viable solutions to address this challenge under 
the expected evolution due to future climate change [1]. Wave energy, 
characterized by its high energy density and predictability, offers a 
reliable and consistent power generation source, which is relevant 
for stabilizing energy supplies, especially in coastal regions [2]. The 
potential for wave energy is substantial, with estimates suggesting it 
could meet a significant portion of global energy needs, particularly in 
areas with favourable oceanographic conditions [3,4]. Furthermore, the 
development of advanced wave energy converters (WECs) allows en-
ergy to be harvested in deeper waters, thus expanding the commercial 
scope for energy production [5].

On the other hand, floating offshore wind energy is gaining traction, 
as a complementary technology to traditional wind energy sources. 
The ability to deploy floating wind turbines in deeper waters, where 
wind speeds are typically higher and more consistent, enhances their 

∗ Corresponding author at: Hamilton Institute, Maynooth University, Maynooth, Co. Kildare, Ireland.
E-mail address: nmiturri@gmail.com (N. Martinez-Iturricastillo).

efficiency and output [6]. Studies indicate that floating offshore wind 
farms can significantly contribute to energy resilience and reliability, 
especially when integrated with other renewable sources, such as solar 
energy [7] or wave energy [8]. The economic feasibility of these tech-
nologies is also improving, with ongoing research focusing on reducing 
the levelized cost of electricity (LCoE) associated with floating wind 
systems [9].

Moreover, the synergy between wave and wind energy systems 
can lead to optimized energy production, as their generation profiles 
often complement each other, thus maximizing the overall output from 
marine renewable resources [10,11]. In conclusion, the future of energy 
generation will likely be shaped by the integration of wave energy and 
floating offshore wind energy, both of which offer unique advantages 
that can help meet the growing energy demands while promoting 
sustainability and reducing carbon emissions [12].

Extreme wave event analysis is crucial for the design and operation 
of the mentioned marine renewable energy (MRE) systems, such as 
offshore wind turbines, wave energy converters, and tidal energy de-
vices. These systems are exposed to highly dynamic and unpredictable 
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ocean conditions, including extreme wave events, which can result 
from storms, rogue waves, or long-term climate variability [13–15]. 
Such events can cause significant structural stress, fatigue, or even 
catastrophic failure of MRE devices, even in paradigmatic areas such 
as the study area of this article in Ireland [16,17]. In this respect, the 
West of Ireland is a referential location, due to the complementary high 
wind and wave energy potential [18–20], but the presence of extreme 
events presents challenges to system survival [21,22].

By analysing wave height, period, and direction during extreme 
conditions, engineers can develop more resilient structures, optimize 
energy production, and ensure the safety and longevity of MRE instal-
lations. Additionally, this analysis informs risk assessment and mainte-
nance planning, contributing to the sustainability of marine renewable 
energy projects, which is an important point rarely studied in the 
literature [23]. To the best of the authors’ knowledge, this is a first 
attempt to analyse this risk assessment, using maximum individual 
wave height data from real data buoys combined with reanalysis data, 
which can offer a better approximation to rogue waves and extreme 
wave impact on MRE systems.

1.1. Literature review

The characterization of wave climate is a topic of interest for many 
researchers, with long-term significant wave height changes being stud-
ied globally. For example, [24] compares the long term trends of 
mean significant wave height between four different datasets, satellite 
altimeter products, reanalysis and hindcast products. The effect of such 
trends on wave energy has also been explored [19,25,26].

Extreme waves have also been studied, [27], reviewing the impacts 
of climate change in storms and waves around the United Kingdom. The 
need to analyse extreme climate is highlighted for sustainable develop-
ment of coastal and offshore infrastructure, as well as for management 
of coastal resources and ecosystems. [28] for example, employs long 
term buoy measurements to analyse the relationship between maximum 
individual wave height and significant wave height during storms off 
the coast of Portugal.

Future wave climate projections, such as those articulated by the 
Coordinated Ocean Wave Climate Projections (COWCLIP), do not in-
clude maximum individual wave height values; rather, they provide 
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significant wave height (𝐻𝑠) projections, while significant wave height 
has been used in the literature [29,30] to assess extreme wave con-
ditions. [31] creates a summary for extreme significant wave height 
statistics, based on significant wave height thresholds. [32] investigates 
the changes in global 100-year return period significant wave height, 
employing an ensemble approach to reduce the uncertainty of projec-
tions and concluding that, in the North Atlantic, at low to mid latitudes, 
there is a projected decrease in significant wave height while, at high 
latitudes, there is an increase. [33] analyses the influence of large-scale 
atmospheric oscillations on the wave and wind climate in the Northeast 
Atlantic, around Ireland, with correlations between those oscillations 
and the 95th percentile significant wave height analysed.

Extreme waves presents various risks, such as infrastructure dam-
age, coastal flooding, or other environmental impacts. In this re-
gard, [34] classifies global coastlines in terms of storminess level. [35] 
conducts a comprehensive study to assess the coastal flooding risk in 
Dublin, Ireland, considering the impacts of climate change, sea level 
rise, and extreme storm events. The findings highlight the significant 
role of extreme waves and storm surges in exacerbating coastal flood-
ing, since these events force water into coastal areas, leading to higher 
and more frequent inundation. [36] performs an analysis on extreme 
storm-wave events across the United Kingdom, employing significant 
wave height data from buoy observation. The focus is on assessing 
coastal flood risk, extreme buoy observations are clustered in regions to 
understand the spatial extent of each storm, with the temporal aspect 
also analysed. With regard to marine renewable technologies, combined 
extreme wind and wave loads present a risk to the foundations of 
fixed offshore wind turbines [37], but also need to be accounted for 
in floating offshore wind turbines [38,39].

Due to its geographical location, storms and extreme waves are not 
uncommon in Ireland. Various researchers have analysed extreme wave 
events in Ireland. [40] creates an exhaustive catalogue of extreme wave 
events in Ireland from 14680 before present to 2017. Additionally, [41] 
conducts an analysis of a rogue wave, recorded by Irish weather buoys, 
where a maximum individual wave height of 32.3 m was observed in 
October 2020 off the west of Ireland.

1.2. Objectives and paper layout

This paper aims to analyse the spatial distribution of extreme waves 
in the eastern north Atlantic, specifically around Ireland. The objectives 
are as follows: (i) to define regions around Ireland with similar extreme 
wave distributions; (ii) to assess the probability of rogue waves in 
each region and, (iii) to analyse historical records of extreme waves 
and future extreme wave projections, calculated using Generalized 
Extreme Value (GEV) theory, to identify critical areas for offshore wind 
planning.

The remainder of this paper is organized as follows: Section 2 
describes the data sources, along with the validation statistical indices 
and diagrams used in the analysis. Section 3 presents the main method-
ology, including cluster analysis for identifying 𝐻𝑚𝑎𝑥 climate regions 
in Ireland, while the Gumbel distribution is defined for return period 
analysis, the limit waves for referential wind turbines are described, 
and the nature of rogue waves is also explained. Finally, Section 4 
presents the results, conclusions are drawn in Section 5 with the main 
outcomes, as well as the limitations, highlighted.

2. Data

2.1. Study area

Ireland is the first landmass between the North Atlantic Ocean 
and Continental Europe, which endows it with strong wave and wind 
resources, due to prevailing westerly winds [42]. Consequently, marine 
renewable technologies have the capability to significantly contribute 
to Ireland’s energy mix. In 2023, the Irish government held its first 
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Fig. 1. Area of study around Ireland. The location of IMDBON buoys is marked with blue dots, and the location of the first offshore wind project approved for the West coast of 
Ireland is marked with a red star.
Fig. 2. Graphical representation of ERA5 spatial resolution and GP considered for 
validation. The buoy is represented by a black, with an inner yellow–black–blue dot. 
ERA5 grid-points are green-red dots, with a spatial resolution of 0.5◦. The large orange 
area around the buoy represents the 15 km region surrounding the buoy. The orange 
squares enclose the GPs that are inside the red circle and therefore the average value of 
the GPs inside this orange square are compared against the buoy for validation.  (For 
interpretation of the references to colour in this figure legend, the reader is referred 
to the web version of this article.)

offshore wind auction, accepting projects with a combined capacity of 
3074 MW. The only accepted project on the West Coast, highlighted 
in Fig.  1, is a 450 MW fixed offshore wind turbine project, with 
construction scheduled to begin in 2026. Additionally, the results for 
the ORESS 2.1 auction are expected in 2025, with an additional 900 
MW of capacity to be auctioned for installation along Ireland’s South 
West Coast [43].

In the context of offshore wind energy development in Ireland, [44] 
performed an exhaustive analysis on offshore wind site selection for 
the Republic of Ireland, based on the LCoE, but wave climate was 
3 
Table 1
Dates at which the IMDBON were upgraded; the dates correspond to the first recorded 
observation for the new generation buoy. The M6 buoy was upgraded directly from the 
first to the third generation, as the second-generation buoys were not robust enough 
to withstand the challenging environmental conditions at the M6 location.
 Buoy First generation Second generation Third generation  
 M2 03-May-2001 14:00:00 23-Feb-2011 07:00:00 07-Mar-2022 08:00:00 
 M4 15-Apr-2003 11:00:00 07-Jun-2011 08:00:00 15-Jul-2020 18:00:00  
 M3 22-Jul-2002 08:00:00 31-May-2012 14:00:00 23-Oct-2020 10:00:00  
 M5 18-Oct-2004 10:00:00 21-Feb-2012 13:00:00 22-Jan-2020 13:00:00  
 M6 25-Sep-2006 09:00:00 NA 01-Jun-2019 00:00:00 

not accounted for, nor extreme ocean waves. Previous studies analysed 
rogue waves in Ireland, employing buoy data [41]. This article analyses 
the extreme wave climate in Ireland, the analysed area being shown 
in Fig.  1, with a goal of defining regions with relatively homogeneous 
climatic conditions as well as regions where the 50-year return period 
𝐻𝑚𝑎𝑥 surpasses the 30 m limit established by the National Renewable 
Energy Laboratory (NREL).

2.2. Irish buoys

The Irish Marine Data Buoy Observation Network (IMDBON), man-
aged by the Marine Institute and Met Éireann, measures wave data 
alongside other environmental parameters. However, due to the rela-
tively short duration of the dataset, it cannot be used alone to evaluate 
long-term wave climate trends. The IMDBON network has five buoys, 
the locations of which are identified in Fig.  1. Initially deployed in the 
early 2000s, the network is now in its third generation of buoys. In 
terms of ocean wave characteristics, the first generation buoys mea-
sured non-directional parameters only (i.e.: significant wave height and 
mean wave period). From the second generation onward, additional 
wave features have been recorded, such as the mean wave direction 
or the maximum individual wave height [41]. The dates when each 
buoy was upgraded are listed in Table  1.
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Fig. 3. Percentage of hourly available 𝐻𝑚𝑎𝑥 observations, per IMDBON buoy, from the first recorded measurement until December 2020.
2.3. ERA5 reanalysis

ERA5 is a global atmospheric reanalysis dataset produced by the 
European Centre for Medium-Range Weather Forecasts (ECMWF) [45]. 
It provides a high-resolution long-term dataset of atmospheric and 
oceanographic variables such as temperature, pressure, wind, humidity, 
and precipitation [46]. ERA5 is created using a complex assimila-
tion system, that combines observations from various sources with a 
state-of-the-art atmospheric model, to produce a consistent and com-
prehensive dataset. This reanalysis is widely used by scientists and 
researchers for climate studies, weather forecasting, and understanding 
atmospheric processes, together with wind and wave energy stud-
ies [47]. ERA5 data provides measurements on a grid, with a spatial 
resolution of 0.5◦ for ocean waves and 0.25◦ for atmospheric variables. 
The temporal resolution is 1-h, and data is available from 1940 to the 
present [45].

In this article, maximum individual wave height (𝐻𝑚𝑎𝑥), together 
with significant wave height (𝐻𝑠), are employed for extreme event 
analysis.

2.4. Validation

To assess the utility of the ERA5 dataset for wave climate analysis 
around Ireland, a comparative analysis between the IMDBON wave 
data and the ERA5 dataset over the past 10 years is performed. For 
validation purposes, an area around each buoy is defined, within which 
the values of the grid points (GPs) are averaged and then compared to 
the buoy measurements. This area extends radially from each buoy to 
a distance of 15 km. The way those areas are defined is represented in 
Fig.  2: The buoy appears as a black dot with an inner yellow–black–blue 
dot, while the GPs are shown as green, red dots. Each GP is represented 
within a dotted square, indicating its area of influence. The light brown 
circle around the buoy marks the 15 km region, and the rectangle in 
that shade of colour encloses the GPs within this region. The averaged 
values of the GPs inside this brown rectangle are then compared to the 
buoy measurements for validation.

Taylor diagrams are a powerful visualization tool, used to assess the 
performance of models against observational data [48]. They plot cor-
relation coefficients, standard deviation, and root-mean-square (RMS) 
difference in polar coordinates, providing a comprehensive overview 
of model accuracy and relationship to observed data. Models closer to 
the origin have better agreement, while those closer to unity correlation 
4 
have a stronger positive linear relationship. Taylor diagrams are widely 
used in fields such as meteorology, climatology, and hydrology for 
model evaluation, data comparison, and sensitivity analysis.

The variation of each individual time series is assessed by the stan-
dard deviation, which is quantified by the radial distance from the dots 
to the origin. The distance from the origin to the reference point in the 
𝑥-axis represents the standard deviation of the reference dataset (buoy 
data); the standard deviation of reanalysis data is represented by the 
radial distance of the other dot, which also quantifies the correlation 
and RMS difference. The correlation is represented by the angle from 
the 𝑥 axis, with points closer to the 𝑥-axis indicating higher correlation. 
The RMS difference is represented by concentric circles centred on the 
reference point, with closer points indicating a lower RMS difference.

The distribution of each pair of time series is also compared through 
box plots, where quartiles are visually represented.

3. Methodology

3.1. Cluster analysis

Cluster analysis is a technique employed to investigate the under-
lying structure of the data. Clustering algorithms have been previously 
used by researchers to study spatial distributions of precipitation, tem-
perature and air pollution [49–52]. Clustering has also been employed 
to analyse wave climate and wave energy resources [53,54]. In the cur-
rent article, locations with similar extreme wave distributions around 
Ireland are grouped or clustered.

K-means is a widely used clustering algorithm, which assumes 
all observations belong uniquely to a specific group, and known as
hard clustering. In contrast, the analysis presented in the current pa-
per employs Gaussian Mixture Models (GMMs) to define regions of 
extreme wave climate around Ireland. GMMs are, in contrast, a soft 
clustering technique, where each observation is assigned a probability 
of belonging to a specific group [55].

Distributions of 𝐻𝑚𝑎𝑥 are spatially clustered using the historical 
information over the study period (1991–2020), forming regions with 
similar features, to understand the extreme wave climate patterns 
around Ireland. More precisely, the cluster method assumes that daily 
𝐻𝑚𝑎𝑥, denoted by 𝐗 = (𝑋1,… , 𝑋𝑡) where 𝑡 are the number of days, 
follows a mixture of multivariate normal distributions with 𝐾 the 
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Fig. 4. ERA5 vs. IMDBON correlation plots, the colour of the points represent the amount of observations in that area, a brighter colour meaning more observations. The black 
diagonal line represents perfect correlation, i.e. 𝐼𝑀𝐷𝐵𝑂𝑁 = 𝐸𝑅𝐴5.  (For interpretation of the references to colour in this figure legend, the reader is referred to the web version 
of this article.)
number of components. Then, the joint probability density of 𝐗 is 
defined by 

𝑝(𝒙 ∣ 𝝅,𝝁,𝜮) =
𝐾
∑

𝜋𝑘 𝑓𝑘
(

𝒙 ∣ 𝝁𝑘,𝜮𝑘
)

, (1)

𝑘=1

5 
where 𝑓𝑘
(

𝒙;𝝁𝑘,𝜮𝑘
) denotes the density of the 𝑘th component 

(

𝒙;𝝁𝑘,𝜮𝑘
)

, 𝜋𝑘 is the probability that an observation (𝒙) is generated 
by the 𝑘th component, with 𝜋𝑘 ≥ 0 for 𝑘 = 1,… , 𝐾, and ∑𝐾

𝑘=1 𝜋𝑘 = 1.
Using the observed historical 𝐻𝑚𝑎𝑥 samples for each grid point, 

denoted by 𝒙 = (𝑥 ,… , 𝑥 ) for 𝑖 = 1… , 𝑁 , with 𝑁 being the number 
𝑖 𝑖1 𝑖𝑠



N. Martinez-Iturricastillo et al. Energy Conversion and Management: X 26 (2025) 100972 
Fig. 5. Taylor diagrams, comparison between buoy observations and ERA5 data for each buoy. The black dot represents the standard deviation of the buoy time series. The blue 
dot represent the standard deviation of ERA5, as well as the correlation and root mean square (RMS) difference between both time series.
of grid points, the model parameters, 𝜽 = (𝝅,𝝁,𝜮), are estimated using 
the Expectation Maximization (EM) algorithm. Due parsimony, 𝐾 = 3
is considered since with 𝐾 > 3, many specific groups are observed in 
coastal areas, leading to difficult interpretation of the clusters. Clus-
tering analysis is performed, using a model-based clustering technique 
6 
implemented in R package mclust [56], which chooses the model 
based on the lowest Bayes Information Criterion (BIC). The multivariate 
models employed in this analysis are VII (all year, winter and summer), 
EVI (autumn), and EEI (spring) [57].
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Fig. 6. Distribution of the time series of each buoy for ERA5 reanalysis data and IMDBON observations. (For interpretation of the references to colour in this figure legend, the 
reader is referred to the web version of this article.)
Fig. 7. Three main 𝐻𝑚𝑎𝑥 climate regions around Ireland, across the area in which all weather buoys are installed. Climate regions are inferred by the cluster technique described 
in Section 3.1. The main features of each region are presented in Table  2. (For interpretation of the references to colour in this figure legend, the reader is referred to the web 
version of this article.)
3.2. Generalized extreme value distribution

Return period levels are common practice in climate studies, as well 
as in engineering [33,52,54,58]. They represent the probability of an 
event happening over a specific duration, based on past data. A 50-year 
return period means that there is a ( 150 = 0.02) %2 probability of that 
event happening in any given year.

To calculate the predicted nominal wave height to be exceeded in 
the future, yearly maxima 𝐻  are employed to calculate the return 
𝑚𝑎𝑥

7 
𝐻𝑚𝑎𝑥 for each ERA5 GP on the analysed area around Ireland. These 
values are derived from hourly data.

The Generalized Extreme Value (GEV) distribution is applied for 
this purpose. This distribution, defined in Eq.  (2), depends on three 
parameters: shape (𝜇), location (𝜎), and scale (𝜉): 

𝐺(𝑧) = exp
(

−
[

1 + 𝜉
( 𝑧 − 𝜇

𝜎

)]−1∕𝜉)

. (2)

Once the parameters are fitted to the data, the distribution can 
be inverted to determine the 𝑀 − year return levels, which represent 
the 𝐻  expected to be exceeded every 𝑀 years. The probability of 
𝑚𝑎𝑥
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Fig. 8. Three main 𝐻𝑚𝑎𝑥 climate regions around Ireland per season for the nearshore area (the longitudinal space is limited to 11.5◦W). Climate regions are inferred by the cluster 
technique described in Section 3.1. The main features of each region are presented in Table  3. (For interpretation of the references to colour in this figure legend, the reader is 
referred to the web version of this article.)
exceeding this value in any given year are 1∕𝑀 . For this analysis, 
𝑀 = 50, as the 50-year return period 𝐻𝑚𝑎𝑥 is calculated for each ERA5 
grid point.

The GEV distribution parameters are estimated using ismev R pack-
age [59], which employs maximum likelihood estimation for parameter 
fitting.

3.3. Limit waves for offshore wind turbines

The NREL report on the 5-MW reference wind turbine, designed 
for offshore applications, establishes a reference wave height limit for 
offshore wind turbines [58]. It specifically states that the NREL 5-MW 
baseline turbine was developed to evaluate offshore wind technologies, 
including floating platforms in deep waters. The maximum wave height 
considered for this turbine is 30 m, which represents a 50-year re-
turn period wave event. This corresponds to a wave amplitude of 15 
m, ensuring that the turbine can withstand harsh ocean conditions. 
Additionally, the IEC-61400-3 standard, which specifies the design 
requirements for offshore wind turbines, mandates that an offshore 
wind turbine must withstand the 50-year extreme wave height. 50-year 
return period wave height means that there is a 2% chance of exceeding 
that in any given year.

3.4. Rogue wave ratio

A rogue wave ratio (𝑅𝑊𝑟 = 𝐻𝑚𝑎𝑥/𝐻𝑠 > 2) value greater than 
2 indicates a wave that is significantly larger than the average wave 
height in a given area. This is a defining characteristic of rogue waves, 
which are exceptionally large and unpredictable waves that can pose 
serious threats to marine vessels and coastal structures [60,61]. 𝑅𝑊𝑟 >
2 signifies a wave that is significantly taller than the surrounding 
waves, making it a potential rogue wave. Rogue waves are notoriously 
difficult to predict, as they can appear suddenly and without warning, 
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even in relatively calm seas. These waves can pose serious risks to 
ships, offshore platforms, and coastal infrastructure. The factors [62] 
contributing to rogue waves are:

• Rogue waves can arise from nonlinear interactions between
waves, leading to constructive interference and the formation of 
exceptionally large crests.

• Strong currents can focus wave energy, increasing the likelihood 
of rogue wave formation.

• Severe weather events, such as hurricanes or storms, can generate 
large waves and increase the risk of rogue waves.

While 𝑅𝑊𝑟 > 2 is a strong indicator of a potentially dangerous 
wave, it is important to note that other factors, such as the wave period 
and steepness, can also influence its impact.

4. Results

4.1. Data analysis

The variable of interest for this study is maximum individual wave 
height (𝐻𝑚𝑎𝑥), and the validation of ERA5 against IMDBON is per-
formed from 2011 until 2020. After the data cleaning process, there is 
an average of 57.20% of the IMDBON data available. This percentage 
varies per month, and is lower in the winter season, when outages 
are more likely due to more extreme storms and reduced solar power 
generation. The available data, per month and buoy, are shown in Fig. 
3.

4.2. Validation of ERA5 versus buoys

As explained in Section 2, buoy observations are compared to ERA5 
values for validation. To achieve this, ERA5 grid points within a 15 km 
radius of the buoy are averaged. The selected area for this calculation 
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Fig. 9. 𝐻𝑚𝑎𝑥 thresholds and scenarios. The panels in the top row correspond to 30-m waves, the middle row to 29-m waves, and the bottom row to 28-m waves. The left panes 
represent future projections, calculated via the 50-year return period analysis, while the right panes represent historical data analysis (1991–2020). Black grid cells represent areas 
where the maximum wave height limit is exceeded, in each scenario.
is illustrated schematically in Fig.  2. The correlation between the buoy 
observations and ERA5 reanalysis data, for each buoy, is presented in 
Fig.  4, where the black line represents perfect linear correlation.

Taylor diagrams, in Fig.  5, are polar plots that show the standard 
deviation of each individual time series (IMDBON and ERA5), as ex-
plained in greater detail in Section 2.4. The correlation between buoy 
9 
and reanalysis data exceeds 0.9 for all buoys. The RMS difference is 
close to or below unity, which is represented by the concentric circles 
in the plot. The standard deviations of buoy and reanalysis time series 
are represented by the horizontal and vertical axes; which are identical 
since it is a polar plot. The radial distance from the origin represents 
the standard deviation. The variation in both time series is similar.
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Fig. 10. Confidence interval for a return period of 100 years, in which there is 
a narrow probability to surpass the 30 m extreme wave. The GEV likelihood is 
reparameterized in terms of the unknown return level (𝐻𝑚𝑎𝑥) and profile likelihood 
arguments (vertical axis) are used to construct a confidence interval.

Table 2
Summary statistics for the three regions presented in Fig.  7, across the area in which all 
weather buoys are installed. Daily observations of 𝐻𝑚𝑎𝑥 from 1991 to 2020 are used, 
without seasonal classification. Regions are inferred by the cluster technique described 
in Section 3.1.
 Region # GP Min 25% Median Mean 75% 95% 99% Max

 1 123 0.85 4.51 6.51 7.28 9.22 14.39 18.77 30.01 
 2 94 0.05 2.05 3.29 3.88 5.07 8.91 12.28 25.48 
 3 113 0.85 4.35 6.19 6.97 8.78 13.80 17.99 30.47 

The boxplots, in Fig.  6, show that the ERA5 data tends to over-
estimate extreme wave heights. Although the interquartile ranges are 
similar, both the 25% and 75% quartiles are higher compared to the 
buoy data. This is also perceived in the scatterplots in Fig.  4, where 
observations lay above the perfect correlation line. In the case of M2 
buoy, both the scatterplot and boxplot show the opposite, that buoy 
values are higher than the reanalysis data, this could be attributed to 
the area chosen for averaging the reanalysis observations, as the M2 
buoy is closer to shore than the other buoys, and consequently, the 
averaging area is also closer to shore.

Overall, a strong agreement between the two datasets is observed, 
with correlations above 0.9 and similar distributions.

4.3. Regions according to cluster analysis

Daily maxima 𝐻𝑚𝑎𝑥 are employed to define the climatic extreme 
wave regions around Ireland. Data spanning from 1991 to 2020 are 
employed from ERA5 reanalysis, covering a total of 330 grid points 
within the area defined by longitude [−17.5, −4.5] and latitude [50, 
56.5]. An initial analysis is performed using all available data, with 
results presented in Fig.  7 and Table  2.

To gain further insight into the nearshore areas and seasonal vari-
ations, the longitudinal range is narrowed, and regions are analysed 
by season, as shown in Fig.  8 and Table  3. The seasons are de-
fined as follows: winter (December–January–February), spring (March–
April–May), summer (June–July–August), and autumn (September–
October–November), following the meteorological definition.

With the data partitioned spatially as in Fig.  7, it is seen that the 
area closer to shore and eastern parts of the domain comprise a single 
region, whereas the deeper water in the western part of the domain 
is divided into northern and southern regions. Following a closer look 
at the summary statistics for each region, it is clear that both regions 
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in the deeper Atlantic Ocean have similar features. Therefore, in order 
to gain more insight into the extreme wave climate closer to Ireland, 
the longitude dimension is reduced and the regions are redefined, 
as presented in Fig.  8 and Table  3, with the longitudinal dimension 
reduced and regions defined per season.

Fig.  8 offers a distinct perspective on the climatic extreme wave 
regions around Ireland, compared to the previous analysis in Fig.  7. 
Grid points are grouped, based on similarities in their extreme wave 
distributions. Consequently, the Irish Sea, the Atlantic Ocean, and the 
South East Coast are divided into separate regions. Notably, some GPs 
along the West Coast of Ireland are not classified within the Atlantic 
Ocean region; this may be due to their proximity to the shore, and/or 
shallower bathymetry.

Overall, each GP remain within the same region throughout the 
year. However, both wave distribution and wave height exhibit sub-
stantial variability across seasons, as illustrated in Table  3. It is also 
noteworthy that there is a considerable difference between the overall 
maximum 𝐻𝑚𝑎𝑥 and the 99th percentile, with an even larger gap when 
compared to the 95th percentile. This indicates that these extreme 
waves are outliers, lying firmly within the tail of the distribution.

4.4. Wave height limit for offshore wind turbines

The NREL baseline for offshore wind turbines defines the maximum 
50-year return period wave height as 30 m [58]. To assess Ireland’s 
suitability for wind farm development, the 50-year return period wave 
height is calculated for each individual grid point. This calculation 
uses the annual maximum wave height (𝐻𝑚𝑎𝑥) and applies generalized 
extreme value theory, as explained in Section 3.2.

The expected maximum wave height for 2070 is calculated. In 
Fig.  9, projected maximum wave heights are compared with historical 
records side by side, with areas where the maximum wave height is 
exceeded highlighted in black. The wave height limit for each row of 
paired plots is set at 30, 29, and 28 m, respectively.

The 30-m wave height limit has already been surpassed in the 
North Atlantic Ocean to the west of Ireland, as shown in Fig.  9B. This 
area includes the location of the M6 buoy from the IMDBON, situated 
approximately 400 km from shore. Projections indicate that the 30-
m wave height limit will also be exceeded in this area by 2070. In 
contrast, the 29 and 28 m wave height projections cover a broader 
region across the North Atlantic Ocean, as seen in Fig.  9C and E, 
respectively. Historical ERA5 reanalysis data confirm that wave heights 
of 29 and 28 m have already occurred closer to the Irish shoreline, 
covering an even larger area of the Atlantic Ocean, as illustrated in 
Fig.  9D and F.

4.5. Confidence intervals

In practical applications, such as the analysis of extreme meteo-
rological events, the Gumbel distribution’s confidence bounds can be 
critical. Chun et al. [63] illustrate that, while the Gumbel distribution 
can adequately capture extreme events, confidence bounds derived 
from normal approximations may fail to encompass these events, high-
lighting the necessity for robust statistical methods. This emphasizes 
the need for careful consideration of the underlying distribution when 
estimating confidence intervals, particularly in extreme value contexts.

Table  4 shows Gumbel distribution parameter estimates, and their 
associated 95% confidence intervals, for return levels at 25, 50, 75, 
100, 125 and 150-year return periods, derived from ERA5 𝐻𝑚𝑎𝑥 data, 
for the nearest grid point to the offshore wind project (10◦W, 53◦N) 
near Galway, pinpointed in Fig.  1. The 50 year return period (RP) 
superior limit is around 27 m, 75 year RP exceeds 29 m, and 100 years 
is the limit to expect an interval superior limit with waves above 30 m. 
However, the inferior limit barely exceeds 20 m, even for a 150 year RP.

The asymmetry between the slow increment of the inferior limit 
of the confidence interval with RP and the higher expansion of the 
superior limit with respect to the central value is shown in Fig.  10, 
in which the values for 100 year RP is drawn.



N. Martinez-Iturricastillo et al. Energy Conversion and Management: X 26 (2025) 100972 
Fig. 11. Distribution of probability of occurrence of rogue waves per cluster. On the left (A), the distribution of rogue waves corresponding to the regions defined in Fig.  7. On 
the right (B), the distribution of rogue waves corresponding to the regions defined in Fig.  8-winter. Rogue waves are more likely to happen close to shore and in winter.
Table 3
Summary statistics for the three regions presented in Fig.  8, the longitudinal space is limited to 11.5◦W. Daily observations of 
𝐻𝑚𝑎𝑥 from 1991 to 2020 are employed for each season. Regions are inferred by the cluster technique described in Section 3.1.
 Season Region # GP Min 25% Median Mean 75% 95% 99% Max

 
Winter

1 34 0.25 3.36 5.70 6.730 9.14 15.90 21.15 29.05 
 2 37 0.29 2.48 4.17 4.86 6.52 10.61 16.66 22.46 
 3 22 0.52 3.34 5.53 6.23 8.46 13.34 18.73 22.82 
 
Spring

1 38 0.28 2.36 3.83 4.38 5.53 9.95 16.16 18.30 
 2 35 0.29 2.30 3.83 4.38 5.62 9.60 17.23 19.04 
 3 20 0.52 3.34 5.54 6.51 8.76 5.37 6.25 7.12 
 
Summer

1 36 0.33 1.73 2.55 2.76 3.58 5.40 7.13 8.54 
 2 34 0.35 2.07 3.16 3.54 4.64 7.34 9.66 14.02 
 3 23 0.25 1.90 3.12 3.31 4.48 6.92 8.59 10.46 
 
Autumn

1 38 0.18 2.02 3.71 4.57 6.53 10.95 14.31 16.16 
 2 31 0.54 3.37 5.27 6.09 8.26 12.87 16.53 17.99 
 3 24 0.39 3.06 5.34 5.83 8.29 12.14 15.42 17.20 
Table 4
𝐻𝑚𝑎𝑥 confidence intervals (inferior, central, and superior value at 95%), according to 
a Gumbel distribution with return periods ranging from 25 to 150 years. The analysed 
location corresponds to the nearest ERA5 GP to the accepted offshore wind project 
starred in Fig.  1. 
 RP (years) inf(𝐻𝑚𝑎𝑥) (m) central(𝐻𝑚𝑎𝑥) (m) sup(𝐻𝑚𝑎𝑥) (m) 
 25 18.92 20.28 24.42  
 50 19.62 21.20 27.32  
 75 19.98 21.69 29.14  
 100 20.20 22.03 30.65  
 125 20.34 22.28 31.76  
 150 20.42 22.48 32.72  

4.6. Probability of occurrence of rogue waves

In order to analyse the probability of occurrence of rogue waves, 
a comparison between 𝐻𝑠 and 𝐻𝑚𝑎𝑥 is performed. ERA5 reanalysis 
hourly data from 1991–2020 is employed to assess whether the ratio 
between 𝐻𝑠 and 𝐻𝑚𝑎𝑥 exceeds two, as explained in Section 3.4. The 
total number of hours in which this threshold of two is exceeded 
is calculated, along with the percentage of hours for each GP. Fig. 
11 
11 displays the distribution of rogue wave occurrence probability by 
cluster, corresponding to the regions outlined in Figs.  7 and 8 (Winter). 
Fig.  11 presents the probability of rogue wave occurrence, defined 
as instances where 𝐻𝑚𝑎𝑥 is at least twice 𝐻𝑠, displayed by region or 
cluster. The left plot indicates that rogue waves are more likely to occur 
closer to shore, with Region 2 showing a particularly high probability of 
occurrence. The right plot, which focuses on winter months, shows an 
increased likelihood of rogue waves, especially at nearshore grid points 
in Regions 2 and 3.

5. Conclusions

To the best of our knowledge, this is the first analysis using 𝐻𝑚𝑎𝑥
data from real buoys and reanalysis for extreme events and definition 
of extreme wave climate regions. The North Atlantic Ocean plays 
an important role in defining the wave climate in Ireland and, on 
closer inspection, the West Coast of Ireland experiences smaller waves 
compared to far offshore, as shown in Table  2. Cluster analysis shows 
that regions remain consistent throughout the year, even if the scale of 
extreme waves fluctuates, as shown in Fig.  8 and Table  3.

Regarding offshore wind limits on extreme waves, it is noteworthy 
that the 30-m (NREL) threshold has historically been surpassed, even 
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though this occurs far from shore, specifically near the M6 buoy located 
at 16◦W longitude. The area where the 28-m extreme wave limit has 
been recorded is broader, encompassing most of the west coast of 
Ireland, at 110 km to the South West Coast of County Kerry and 50 km 
to County Mayo in the North West. Consequently, the results suggest 
that, following current offshore wind turbine certification limits, wind 
farm developments would not be suitable in very far-offshore areas to 
the West of Ireland.

The rogue wave analysis, on the other hand, indicates that rogue 
waves are more likely to occur closer to shore. This implies that, even 
if significant wave heights are more modest in the nearshore, higher 
individual waves are expected more frequently. Such findings should 
be considered in the planning and development of marine renewable 
technologies, such as offshore wind farms or wave energy converters.

5.1. Limitations and reproducibility

The methodology presented in this paper defines extreme wave 
climate regions and identifies areas potentially unsuitable for marine 
renewable energy planning, based on current wave limits and offshore 
wind turbine standards. This approach is replicable to other geographic 
locations and can be updated in the future with newer data or evolving 
certification requirements.

5.2. Future research

Future research could analyse the distribution of 𝐻𝑚𝑎𝑥 per region, 
and assess monthly variability and the possible effect of climate change. 
This would provide a clearer understanding of the temporal and spatial 
variability of extreme wave heights, which is crucial for the plan-
ning and design of marine renewable energy projects. Furthermore, 
how different marine renewable energy requirements would affect the 
thresholds and affected areas could be investigated. This includes exam-
ining the impact of varying turbine standards, wave energy converter 
designs, and other technological advancements on the suitability of 
different regions for marine renewable energy development in Ireland.
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