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A B S T R A C T

The early stages of wave farm design require many parametric studies, e.g., regarding geometrical optimization
of the array layout. Hence, mid-fidelity numerical models are employed due to their computational efficiency.
In this study, the accuracy of these models and the necessary quality of input data (e.g., from Boundary
Element Method simulations) is investigated using different calibration approaches. A heaving point absorber
array comprising 24 devices, which are connected using a rigid frame, is used as the example wave farm. Three
different approaches of model calibration are compared: (i) a low-effort approach without any calibration of
the input data; (ii) an approach with medium-effort calibration based on experimental data of a single point
absorber; and (iii) an approach with high-effort calibration based on experimental data of a whole wave
farm. After a comparison with experimental data, the wave farm’s power output using the three approaches
is calculated and the accuracy as well as the implications for further design stages are discussed. The mid-
fidelity hydrodynamic model can reproduce the mechanical interactions in the wave farm accurately, while
the medium effort calibration shows high applicability due to the strong influence of the single point absorber
calibration on the wave farm’s power output.
1. Introduction

The international community is aiming at the mitigation of climate
change by reducing greenhouse gas emissions. Global emission targets
are outlined in the Paris Agreement, which was adopted in 2015 and
ratified in 2016. Most countries work towards reaching emission re-
ductions by replacing fossil energy sources with renewable alternatives
in various economic sectors, e.g., mobility and heating. This leads to a
growing demand for clean electricity. While some sources of renewable
energy like wind energy, solar energy, and hydropower are already well
established, the harvesting of ocean energy by tidal or wave energy
plants is not. Nonetheless, ambitious aims are set by some governing
bodies. E.g., the European Union has the goal of 1 GW installed ocean
energy capacity for 2030 and 40 GW installed ocean energy capacity
for 2050 (European Commission, 2020).

To reach these ambitious goals, further development is necessary
in both the tidal and the wave energy sector. The potential of wave
energy conversion is undisputed due to the large wave energy resource.
Several estimations of global wave energy resource exist, most laying
between 2 TW and 4 TW (e.g., 2.11 TW (Gunn and Stock-Williams,
2012) or 3.7 TW (Mork et al., 2010)). High wave energy potential
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is found especially in the areas between the latitude of 40◦ and 60◦

on both hemispheres (Rusu and Rusu, 2021). However, still no com-
mercially feasible wave energy converter (WEC) exists. To reach the
next steps in wave energy commercialization, synergies with other
offshore technologies due to hybridization or co-location (multi-use)
should be searched, or niche markets should be aimed for instead of
competing with much more mature technologies like wind or solar
energy (Clemente et al., 2021).

In recent years, point absorber (PA) WECs became the dominating
device type compared to oscillating water column (OWC) and over-
topping devices (OTD) (He et al., 2023). Due to the small sizing of
a single PA device, these will have to be installed in wave farms
to reduce capital and operational expenditures (CAPEX and OPEX),
e.g., by sharing grid connection.

During the development process of a WEC and a wave farm, differ-
ent levels of technology development have to be reached. These can
be described by the metrics Technology Readiness Level (TRL) and
Technology Performance Level (TPL). Weber (2012) defines the TPL
as a measure of a WEC’s economic ability, i.e., the cost of energy for
a system with a high TPL is low and vice versa. On the other hand,
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the TRL is defined as a measure of a WEC’s commercial ability, i.e., the
necessary future development cost for a WEC with low TRL is large and
vice versa. Combining both measures into a TRL-TPL-matrix – or a WEC
technology map – different development trajectories can be discussed.
Aiming at a high TRL before focusing on the increase of the TPL
is called readiness before performance while increasing the TPL before
ising the TRL is called performance before readiness. Weber (2012)
roposes an improved realistic development trajectory following the
atter principle. In the initial design stages with low TRL, the WEC’s
ystem fundamentals are still flexible and an increase in TPL should be
imed at. After reaching sufficient TPL, the system fundamentals are
ixed and TRL can be increased by further refinement of the technology.
efore the definition of the TPL concept, Nielsen (2010) proposed to
ivide the WEC development process into different stages. The first
wo stages comprise concept validation (stage 1, TRL 1–3) and design
alidation (stage 2, TRL 4). In both stages, various flume tests on small
nd intermediate scales are proposed, in combination with numerical
odeling. At the end of stage 2, a rough estimate of the annual energy
roduction (AEP) and the cost of energy should be calculated. Hence,
hese first two phases focus on the operational state of the device,
hile survivability is of secondary importance. Both presented develop-
ent approaches give similar recommendations, focusing on optimizing

he WEC with still flexible system fundamentals with medium-effort
pproaches (e.g., small- to medium-scale model tests, numerical simu-
ations) while TRL is low and refining the WEC design with high-effort
pproaches (large scale model testing and prototype testing at sea)
fterwards to increase TRL.

.1. Design and modeling of wave farms

In the context of wave farms, numerical and experimental studies
ocus on the interactions between the single WECs, which may be of
ydrodynamic and/or mechanical nature (inter-farm moorings, power
ake-off (PTO) interactions, etc.). In the following, an extensive review
f the relevant literature is presented. A focus is laid on the modeling
f PTO systems. The PTO is the component of the WEC which converts
he kinetic energy of the PA to electric energy. In prototypes, various
TO approaches are possible, e.g., hydraulic PTOs, direct mechanical
rive systems, and direct electric drive systems (Pecher and Kofoed,
017). In numerical models, the PTO is often reduced to a spring–
amper system resembling a reactive controller, or a damper system
esembling a passive controller.

Babarit (2013) provided a review of early investigations on WEC
arms concluding that Boundary Element Method (BEM) codes were
he only valid option for an appropriate analysis of wave farms. Com-
ared to analytical models or Boussinesq/spectral models, BEM models
an reproduce the hydrodynamics of complex oscillating structures
ccurately. Furthermore, mainly small wave farms with small WECs
PAs) were investigated then, for which the farm effects were deemed
egligible. Data on larger wave farms or wave farms with larger devices
ere scarce due to the large computational resources needed for such

nvestigations. However, negative farm effects were present, which
ncreased with an increasing number of rows in the wave farm.

Further early and extensive investigations on WEC interaction in
arge wave farms were the experimental and numerical studies in the

ECWakes project (Stratigaki et al., 2014a). Physical model tests with
p to 25 heaving PAs were conducted. Based on the experimental re-
ults, intra- and extra-farm effects (effects in a farm respectively outside
f a farm) were discussed. No clear statement on intra-farm effects
ould be made since positive and negative interactions were reported,
hich depend on farm layout and sea state. Nonetheless, the extra-farm
ffects were significant and could lead to a maximum wave damping of
p to 20% behind the wave farm (Stratigaki et al., 2014a,b). Further-
ore, the dissertation of Lamont-Kane (2015) summarizes numerical
2

odeling approaches on wave farms. S
Due to the aforementioned necessity to arrange WECs in wave
arms, one major group of wave farm research activities investigates
he optimal positioning of WECs in farms. Bozzi et al. (2017) studied
he wave farm layout optimization using realistic wave data from
ifferent positions along the Italian shore in combination with sim-
lations of different wave farm layouts. In this study, three distinct
arm layouts (linear, square, rhombus) were compared using different
A separation distances and wave directions. BEM model inputs were
sed for the hydrodynamic simulations. Contrary to this study with
pre-defined set of wave farm layouts, the rise of machine learning

ML) optimization algorithms like Genetic Algorithms (GA), Particle
warm Optimization (PSO), and similar approaches led to more general
nvestigations without the pre-definition of farm layout. In recent years,
hese investigations have become dominant.

A typical example for most of the ML studies is presented by Zeng
t al. (2022), who employ a potential flow-based radiation–diffraction
olver for hydrodynamic calculations and use a GA to optimize the lay-
ut of a wave farm. In this case, the geometry of the WECs is simplified
o a truncated regular cylinder, and a semi-analytical hydrodynamic
odel is used with a damper-only PTO. Hence, the hydrodynamic sim-
lations have a short runtime, while a focus is put on the development
f the GA to optimize the wave farm layout. In other studies, a BEM
odel (Ansys AQWA) is coupled with Matlab and the Ansys Parametric
esign Language (APDL) to a Matlab-APDL-AQWA (MAA) simulation

ystem. This system is used in combination with several optimization
ethods to assess their capabilities. A single PA and a two PA wave

arm were studied. The design parameters are the PTO damping, the
A draft, and the spacing of the WECs (Cao et al., 2022). The MAA
ramework was further verified and used in a parametrical investigation
n wave farms with up to ten WECs (Han et al., 2023a). Furthermore,
he framework is also used in a study on farm optimization based on
he farm wave field without using ML techniques (Han et al., 2023b).

similar APDL-Matlab-AQWA (AMA) system is proposed by Zhu et al.
2022), who validate the system based on experimental tests (Gong
t al., 2022) of a three WEC wave farm. Furthermore, an Artificial
eural Network (ANN) is used to optimize farm layouts in combination
ith the AMA system for farms of up to eight devices. The runtime of

he power calculation for one realization of a seven-device farm was
5 min using the AMA framework, indicating the long simulation times
eeded for optimization using this method. All four studies using the
AA/AMA framework and the respective experimental study employ

assive control, i.e., the PTO consists of a damper.
A more thorough overview of wave farm optimization studies can

e found in the reviews by Teixeira-Duarte et al. (2022) and Yang
t al. (2022). Many of these optimization studies use a mid-fidelity
ydrodynamic solver due to computational constraints, neglecting cer-
ain nonlinearities and viscosity. Since the farm layout is optimized
or the operational state of the device, the disregard of the afore-
entioned effects is feasible. Nonetheless, the use of the mid-fidelity
ydrodynamic solvers should be verified and validated. In the absence
f model test data of the real device, open-source datasets are available
or this purpose of verification and validation, but also for training of
L models. Recently, the SWELL (Standardised Wave Energy converter

rray Learning Library) dataset was published (Faedo et al., 2023),
n experimental dataset of wave farms with up to five PA devices in
ine different layouts. Different PTO mechanisms are modeled, i.e., a
amper-only system and a spring–damper system.

To date, very few studies focus on wave farm modeling using high-
idelity CFD approaches: E.g., the modeling of a mechanically coupled
ave farm employing a CFD solver coupled with a multibody dynamics

olver is presented by Li et al. (2022), and Devolder et al. (2018)
odeled farms of up to nine heaving PA devices, validating the results
ith data from the WECwakes project (Stratigaki et al., 2014a).

WEC-Sim is a mid-fidelity model commonly used for WEC design
nd modeling. In the following, studies on the application of WEC-

im, with a focus on wave farms, are summarized. A general overview
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of the WEC-Sim applications by its developers and its users is given
by Ogden et al. (2022). Wave farms were investigated in four stud-
ies. Balitsky et al. (2018) used WEC-Sim coupled with the BEM solver
NEMOH to analyze the near-field hydrodynamic interactions within
WEC farms. WEC-Sim was employed to model the PTO dynamics
(hydraulic PTO system) in this study, while the wave fields (incident,
radiated, diffracted) were modeled in NEMOH. In a further study, a
similar group of authors added the wave propagation model MILDwave
to the existing NEMOH-WEC-Sim model. The PTO is modeled as a linear
damper. This three-model coupling approach allows a simulation of
the intra-farm effects as well as the inter-farm effects (effects between
single farms). The applicability of the model is shown by simulating
ten farms of five oscillating surge WECs (OSWECs) on a sloping beach
profile (Balitsky et al., 2019).

Similarly, Rollano et al. (2020) coupled WEC-Sim with two wave
models, the phase-resolving wave model FUNWAVE-TVD and the phase-
averaging model SWAN, aiming at studying the necessary input of the
wave data for the modeled wave farms. They employed a one-way
coupling approach, neglecting the interactions between the WECs due
to their long separation distance, and concluded that the input data
from a phase-resolving model is necessary to accurately calculate the
potential power production of the wave farm. The PTO is represented
as a linear damper.

Recently, Faraggiana et al. (2022) used WEC-Sim in combination
with an optimizer (two nested GAs) to optimize wave farm layouts
based on Levelized Cost of Energy (LCOE) minimization. The design
arameters were the parameters of the linear PTO (stiffness, damping),
he rated power of the wave farm, and the WEC spacing. While the
ormer three parameters were optimized using an upper and lower limit
f possible values, the WEC spacing was set to three discrete values,
ince the interactions of the single WECs had to be simulated by the
EM solver (NEMOH) before running the optimizer and WEC-Sim. This
implification again shows the current limitation of wave farm opti-
ization due to limited computational resources, which leads to either

trong simplifications in the hydrodynamic modeling, a limited design
pace in terms of device spacing, or the disregard of hydrodynamic
nteractions between the single devices. Each wave farm designer has
o choose the most fitting simplification based on the properties of the
espective WECs and wave farm at hand.

.2. Objectives

While this paper does not aim at the optimization of a wave farm
ayout, it contributes to the solution of the problem pointed out at the
nd of Section 1.1 by validating WEC-Sim and discussing its accuracy
ased on the chosen simplifications and the necessary accuracy of input
ata. The simplification employed in this study is the disregard of the
ydrodynamic interactions between the single PAs since the mechanical
nteractions are deemed dominant, as discussed in a prior experimental
tudy (Meyer et al., 2023).

Concerning wave farms, several research questions regarding the
onjunction of physical model testing and numerical simulations arise
n the context of concept and design validation. This study aims to
nswer the following research questions:

• On the accuracy of different modeling approaches: Can first in-
sights on wave farm performance be gained from mid-fidelity
models, or is higher fidelity modeling necessary, e.g., physical
model tests or high-fidelity simulations?

• On the necessary level of fidelity of the input data: Are BEM sim-
ulations sufficient as input for mid-fidelity models, or are higher
fidelity simulations and/or experimental data indispensable?

• On wave farm effects (mechanical, hydrodynamic, and mooring
interaction) in mechanically coupled wave farms: Which effects
are of relevance, and which effects can be simplified or even
3

neglected?
A wave farm with 24 PAs, rigidly connected via a frame superstructure,
will be used as the study object. Its power output is assessed from
simulations using the mid-fidelity hydrodynamic model WEC-Sim. The
influence of three different calibration strategies on the accuracy of
the hydrodynamic model is investigated: (i) a low-effort calibration,
which solely uses the initial hydrodynamic results for the PAs and the
initial mooring properties; (ii) a medium-effort approach, which uses
calibrated BEM data based on physical model tests but still employs the
initial mooring configuration; and (iii) a high-effort approach, which
uses the calibrated BEM data and calibrated mooring settings based on
a calibration with model test data of the wave farm (Meyer et al., 2023).

In the present study, additional model tests of a single PA will be
analyzed. Afterwards, the results of both, the wave farm and single PA
model test campaign, will be used to calibrate numerical simulations
using WEC-Sim. Based on this, the aforementioned research questions
will be discussed.

1.3. Outline

This paper is structured as follows: Following this introduction, the
methodology of the model tests, the basic equations of the simulation
models, and the calibration workflow are described in Section 2. Af-
terwards, the results of the physical model tests and the numerical
simulations are presented and discussed in Section 3. Finally, a sum-
mary and a conclusion are presented in Section 4 before giving an
outlook to future studies.

2. Methodology

2.1. Wave farm

The wave farm is a concept by SinnPower GmbH, which aims at
educing CAPEX and mooring costs by connecting individual PAs via
rigid frame superstructure (Sinn, 2016). The system is modular, such

hat the length and width of the farm as well as the number of PAs
an be adapted to site-specific conditions. The previous experimental
tudy (Meyer et al., 2023) investigated a wave farm comprising 24
As. All system parameters (geometry, PTO, etc.) refer to the aforemen-
ioned realistic wave farm concept. The 24 PAs were organized in four
olumns (parallel to the incident wave direction, distance = 0.41 m)

and six rows (perpendicular to the incident wave direction, distance
= 0.8 m). A PTO mechanism allows vertical relative motion between
PA and superstructure. Due to experimental constraints, this PTO was
represented using a linear spring with a spring constant of 𝑘 = 43Nm−1

in the model tests. No damper was applied.

Remark. The authors are aware that a mass–spring system cannot
represent an actual PTO. However, experimental constraints, which are
explained in Meyer et al. (2023), did not allow the arrangement of a
damper. A damper is added in the subsequent numerical simulations
for a realistic PTO representation.

A rendering of the wave farm is presented in Fig. 1. Each PA is
allowed to move independently in the reference frame of the PTO.
The force exerted from PA to PTO is subsequently exerted from PTO
to the rigid superstructure. Hence, the wave farm moves differently
depending on the incident wave conditions. In particular, the incident
wavelength and its relation to the wave farm length influence the wave
farm’s motion response significantly. Fig. 2 presents two schematic
drawings to emphasize this influence. Waves with an incident length
that is larger than the array length lead to a large pitch response
of the superstructure, as depicted in Fig. 2(a). Fig. 2(b) represents
the wave farm response in waves with a wavelength shorter than the
wave farm length. Here, an overall reduced motion response of the
superstructure is expected. The latter conditions are deemed favorable

since the relative motion between individual PAs and superstructure,
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Fig. 1. Rendering of the wave farm.
Fig. 2. Representation of relation between incident wavelength and WEC array motion: (a) Large incident wavelength, (b) Small incident wavelength.
which leads to the energy conversion, is largest with a nearly sta-
tionary superstructure. Furthermore, Fig. 2 indicates the position of
the superstructure’s center of gravity (CoG). The distance between PA
and superstructure CoG directly influences the impact the individual
PA motion has on the superstructure pitch motion: PAs in the first or
last PA row have a large lever arm due to the large distance to the
superstructure’s CoG. Subsequently, the respective PTO force leads to
a larger rotational moment than for PAs with less distance to the CoG.

2.2. Physical model tests: Wave farm

Two model test campaigns are used in the subsequent calibration
of the numerical model. The first model test campaign was conducted
using the whole wave farm, investigating the influence of different
mooring systems on the motion and energy conversion potential (ECP)
of the WEC. The ECP is used as an indirect measure of WEC efficiency
by evaluating the relative velocity between each PA and the super-
structure. This alternative evaluation methodology was necessary since
realistic energy conversion could not be calculated due to the missing
damper in the model test PTO. Hence, the relative velocity between the
PAs and the superstructure was evaluated. The model test methodology
and the respective results were published in Meyer et al. (2023). A
detailed description of the model test setup and the data evaluation
can be found there. For the sake of completeness, a summary is given
in the following:
4

The physical model tests were conducted in the wave flume ‘‘Schnei-
derberg’’ (WKS, German: Wellenkanal Schneiderberg) on a scale of 1/15.
The flume has a length of 110m and a width of 2.2m. The water depth
was set to 1m. A piston-type wavemaker was used for wave generation,
while a stepped revetment ensured passive wave absorption at the
opposite end of the flume. The wave farm was subject to regular waves
with three heights (0.08m–0.2m) and 16 wave periods (1.0 s–2.5 s).

Four different mooring approaches were investigated: A free-floating
reference case, a taut mooring, a catenary mooring, and a vertical
tension leg-type mooring. The motion response of the superstructure
and each PA was measured using a motion tracking system. The relative
motion of PAs and superstructure was used to calculate the ECP. Based
on the ECP, the mooring systems were evaluated. The overall motion
response of the wave farm was divided into three wavelength ranges:

• Short wavelength range (𝐿 < 0.8 ⋅𝐿𝐹𝑎𝑟𝑚): high ECP; small motion
response of superstructure; small mooring influence on ECP

• Medium wavelength range (0.8 ⋅ 𝐿𝐹𝑎𝑟𝑚 ≤ 𝐿 ≤ 1.25 ⋅ 𝐿𝐹𝑎𝑟𝑚):
decreasing ECP; increasing motion response of superstructure;
taut mooring system leads to highest ECP

• Long wavelength range (𝐿 > 1.25⋅𝐿𝐹𝑎𝑟𝑚): Small ECP; large motion
response of superstructure; vertical tension leg-type system leads
to highest ECP

Due to the overall reduced ECP in the long wavelength regime, the taut
mooring system was deemed the best initial design choice.
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Fig. 3. Detail view of a single point absorber: (a) Physical structure, (b) CAD representation for numerical modeling, (c) Mesh used in Ansys AQWA simulations.
2.3. Physical model tests: Point absorber

A second campaign focusing on a single PA was also conducted in
the wave flume ‘‘Schneiderberg’’ with a water depth of 0.75m. The
difference in water depth between the two model test campaigns is
discussed in Section 3.

2.3.1. Test setup
One PA was extracted from the wave farm model, including its static

frame, i.e., the bearing and the attachment point of the spring PTO.
Fig. 3(a) depicts a side view of the PA. Furthermore, the respective CAD
model used for the numerical simulations is presented in Fig. 3(b) and
the mesh used in the numerical simulations is displayed in Fig. 3(c).
The PA has a diameter 𝐷 of 0.23 m. A schematic drawing of the test
setup is shown in Figs. 4 (a) and (b). The static frame was connected
rigidly to the flume walls using aluminum profiles. Its vertical position
was equal to the equilibrium position of the wave farm setup. This exact
positioning is of high importance since it directly affects the pretension
of the PTO spring, which also controls the draft of the PA. The PTO
allows heave motion while restricting every other degree of freedom. A
six-axis force/torque transducer (ATI FT-Gamma SI-65-5) was placed at
the attachment point of the PA’s static part and the aluminum profiles
to measure the forces exerted onto the PA model.

The wave elevation was measured using ultrasonic wave gauges
(General Acoustics Ultralab ULS). Seven wave gauges were used in total.
Wave gauge 1 was placed at a distance of 1.90m from the PA to
measure the undisturbed incident wave height, while six wave gauges
were placed close to the PA to measure wave reflection, radiation, and
transmission (see Fig. 4(b)). Wave gauge 2 was placed at 1D (measured
from the PA center) in front of the PA to allow the investigation of
wave reflection. Four wave gauges (4–7) were placed at 1D - 4D behind
the PA to measure wave transmission. Furthermore, wave gauge 3
was placed at 1D next to the PA to enable an evaluation of wave
radiation and diffraction. A Qualisys motion tracking system was used
to measure the heave motion of the PA. One passive (reflective) marker
was attached to the top of the PA’s lifting rod. Fig. 5 shows a picture
of the test setup in the wave flume, while Table 1 summarizes the
measurement equipment.

2.3.2. Test matrix
Two setups were investigated in the model test campaign: Freely

floating (no PTO) and spring PTO (spring stiffness c = 43Nm−1). The
spring PTO was used in the wave farm model test campaign.
5

Table 1
Measurement equipment.

Sensor Manufacturer Name

Force/Torque Transducer ATI FT-Gamma SI-65-5
Motion Tracking System Qualisys 6+ (four cameras)
Wave measurement system General Acoustics Ultralab ULS

Table 2
Test matrix of regular wave conditions for the single PA model tests.
Wave period [s] Wave height [m]

Scaled Prototype Scaled Prototype

1.0 3.87 0.08 1.2
1.2 4.65 0.08 1.2
1.4 5.42 0.08 1.2
1.6 6.20 0.08 1.2
1.8 6.97 0.08 1.2
2.0 7.75 0.08 1.2
2.2 8.52 0.08 1.2
2.4 9.30 0.08 1.2
2.6 10.06 0.08 1.2
2.8 10.84 0.08 1.2
3.0 11.62 0.08 1.2

Regular wave conditions with one wave height and eleven different
wave periods were used. The wave height was chosen in accordance
with the lowest wave height tested in the wave farm model tests. Since
the purpose of the model test was the calibration of a linear model,
only the smallest wave height was used.

In addition to the regular wave test cases with PA, all test cases were
repeated without the PA to gather information on the undisturbed wave
field. Table 2 summarizes the regular wave test conditions.

2.3.3. Data evaluation
The analysis and discussion of the model test results focus on two

main quantities: The heave motion and the surge force. Both quantities
are evaluated in the frequency domain using Fast Fourier Transform
(FFT). An interrogation window is used to define the input for the
FFT. This interrogation window comprises the steady-state oscillations
of heave motion and wave force, omitting wave reflections and the
initial transient phase of the oscillation. Hence, the first five waves
after reaching the full wave height are omitted before the start of the
interrogation window. To avoid the influence of reflected waves, the
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Fig. 4. Model test setup: (a) Side view, (b) Top view.
Fig. 5. Photo of the model test setup.
interrogation window has a length of four complete wave periods. Fig. 6
shows an example of the measured time series of wave elevation, heave
motion, and surge force as well as the interrogation window and the
subsequent amplitude spectra.

The heave motion is summarized using the response amplitude
operator (RAO), which is a measure of motion response amplitude and
wave amplitude.

RAO:
𝑎𝑧
𝑎𝜁

, (1)

with the heave amplitude at wave frequency 𝑎𝑧 and the incident wave
amplitude 𝑎𝜁 .

A similar approach is used to evaluate the surge force, calculating
a force amplitude ratio (FAR):

FAR:
𝑎𝐹𝑥
𝑎𝜁

, (2)

with the surge force amplitude at wave frequency 𝑎𝐹𝑥 .
The incident wave amplitude is calculated using the undisturbed

wave field recorded in the test setup without PA. These zero-tests were
synchronized with the PA tests using the cross-correlation between the
wave gauges in the respective tests.
6

2.4. Numerical modeling

All numerical simulations are conducted on a model scale (1/15).
The numerical simulations presented in this paper are performed us-
ing WEC-Sim v5.0.1 (Ruehl et al., 2022), which is coupled with the
mooring model MoorDyn v1.01.02 (Hall, 2021). WEC-Sim requires
frequency-dependent input data of wave excitation force as well as
added mass and damping (radiation force). This input data is usually
generated using BEM simulations, but it can also be user-generated
based on data from high-fidelity numerical simulations or physical
modeling (NREL & Sandia, 2023). In the present study, Ansys AQWA
in version 2022 R1 (ANSYS, 2022) is employed for BEM simulations.

In the following, the basic principles and governing equations of
the three simulation models WEC-Sim, MoorDyn, and Ansys AQWA are
summarized.

2.4.1. WEC-Sim
WEC-Sim is a multibody simulation model for the modeling and

design of WECs. It solves the equation of motion in the time domain:

𝑚�̈� = 𝐹𝑒𝑥𝑐 (𝑡) + 𝐹𝑟𝑎𝑑 (𝑡) + 𝐹𝑃𝑇𝑂(𝑡) + 𝐹𝐵(𝑡) + 𝐹𝑚(𝑡) , (3)

with the structural mass 𝑚, the acceleration vector �̈�, the wave exci-
tation force 𝐹 (𝑡), the radiation force 𝐹 (𝑡), the PTO force 𝐹 (𝑡),
𝑒𝑥𝑐 𝑟𝑎𝑑 𝑃𝑇𝑂
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Fig. 6. Definition of interrogation window and subsequent FFT results: (a) Wave time series, (b) Wave amplitude spectrum, (c) Heave time series, (d) Heave amplitude spectrum,
(e) Surge force time series, (f) Surge force amplitude spectrum.
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the net buoyancy force 𝐹𝐵(𝑡), and the mooring force 𝐹𝑚(𝑡). Additional
forces, e.g., viscous forces from Morison elements, can be incorporated.
Since they are not used in the present study, such forces are not shown
in Eq. (3).

The excitation, radiation, and buoyancy force depend on the hydro-
dynamic coefficients obtained in the BEM simulations. In the present
study, Ansys AQWA is as the BEM simulation model. Its governing
equations are summarized in Section 2.4.2. Different options are avail-
able for the calculation of the aforementioned forces:

The excitation force comprises a Froude–Krylov term, which incor-
porates the pressure field from the undisturbed wave, and a diffraction
term, which incorporates the wave diffraction due to the structure. In
the linear approach, which is mainly used in this study, the Froude–
Krylov term and the diffraction term are added to form the wave
excitation force complex amplitude 𝐹𝑒𝑥𝑐 (𝜔,𝛩), which depends on the
incident wave frequency 𝜔 and the incident wave direction 𝛩. In reg-
ular waves, the wave excitation force 𝐹𝑒𝑥𝑐,𝑟(𝑡) is calculated as follows:

𝐹𝑒𝑥𝑐,𝑟(𝑡) = ℜ
[𝐻
2
𝐹𝑒𝑥𝑐 (𝜔,𝛩)𝑒𝑖𝜔𝑡

]

, (4)

with ℜ indicating the real part of the term in square brackets, and the
incident wave height 𝐻 .
Irregular wave spectra are represented in the time domain as a linear
superposition of regular waves. Hence, the following term is used to
7

calculate the wave excitation force 𝐹𝑒𝑥𝑐,𝑖𝑟𝑟(𝑡):

𝑒𝑥𝑐,𝑖𝑟𝑟(𝑡) = ℜ

[ 𝑁
∑

𝑗=1
𝐹𝑒𝑥𝑐 (𝜔𝑗 , 𝛩)𝑒𝑖𝜔𝑗 𝑡+𝜑𝑗

√

2𝑆(𝜔𝑗 )𝑑𝜔𝑗

]

, (5)

ith the number of frequency bands 𝑁 , the random phase angle 𝜑, and
he frequency-dependent wave energy distribution 𝑆(𝜔).

The radiation force can be calculated using two different
pproaches: One steady-state approach 𝐹𝑟𝑎𝑑,𝑠𝑠(𝑡), which is valid in
egular waves, and a more general approach 𝐹𝑟𝑎𝑑,𝑐 (𝑡) using Cummins
quation (Cummins, 1962), which is valid in regular and irregular
aves.

𝑟𝑎𝑑,𝑠𝑠(𝑡) = −𝐴(𝜔)�̈� − 𝐵(𝜔)�̇� (6)

n Eq. (6), 𝐴 is the frequency-dependent added mass matrix, 𝐵 is the
requency-dependent radiation damping matrix, and �̇� is the velocity
ector.

𝑟𝑎𝑑,𝑐 (𝑡) = −𝐴∞�̈� − ∫

𝑡

0
𝐾𝑟(𝑡 − 𝜏)�̇�(𝜏)𝑑𝜏 (7)

n Eq. (7), 𝐴∞ is the added mass matrix at infinite frequency and 𝐾𝑟 is
he radiation impulse response function:

𝑟 =
2 ∞

𝐵(𝜔)𝑐𝑜𝑠(𝜔𝑡)𝑑𝜔 (8)

𝜋 ∫0
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The calculation of 𝐹𝑟𝑎𝑑,𝑐 using a convolution integral is a time-
consuming approach. In this paper, the state-space representation of
this integral is used for the simulation of irregular sea states to reduce
computational time. The steady-state form is already implemented in
WEC-Sim, which reduces the partial differential equation needed to
calculate 𝐾𝑟 to a linear system. Further information on the theoretical
background of this implementation can be found in the WEC-Sim
documentation (NREL & Sandia, 2023) and, with further detail, in Kung
(1978), Kristiansen et al. (2005), Taghipour et al. (2008).

In addition to the previously presented linear approaches, a weakly
onlinear approach is implemented as well. In that case, Froude–Krylov
nd buoyancy force can be calculated using the instantaneous wave
rofile and the body displacement. Therefore, the structure’s topology
as to be provided using a stereolithography (STL) file.

The net buoyancy force comprises gravity force and buoyancy force,
epending on the structure’s mass, its hydrostatic stiffness 𝐾ℎ (derived

from geometry or the BEM model), and its displacement.
The PTO force 𝐹𝑃𝑇𝑂 is calculated following

𝐹𝑃𝑇𝑂(𝑡) = −𝐾𝑃𝑇𝑂𝑋𝑟(𝑡) − 𝐶𝑃𝑇𝑂�̇�𝑟(𝑡) , (9)

with the PTO stiffness 𝐾𝑃𝑇𝑂, the PTO damping 𝐶𝑃𝑇𝑂, the relative posi-
tion 𝑋𝑟, and the relative velocity �̇�𝑟. In this context, the term ‘‘relative’’
denotes the relation between the PTO base (e.g., fixed structure or wave
farm superstructure) and the PTO follower (i.e., PA).

The PTO force can be separated into a reactive force component
(first part of Eq. (9)) and a resistive force component (second part
of Eq. (9)). Based on this PTO force, the PTO power 𝑃𝑃𝑇𝑂(𝑡) can be
obtained:

𝑃𝑃𝑇𝑂(𝑡) = 𝐹𝑃𝑇𝑂(𝑡)�̇�𝑟(𝑡) (10)

Only the resistive component of the PTO force influences the time
average of the PTO power 𝑃𝑃𝑇𝑂 since the time average of the reactive
force component is zero (Pecher and Kofoed, 2017).

The mooring force 𝐹𝑚(𝑡) can be calculated using two options: A
linear mooring matrix or via the external lumped-mass mooring model
MoorDyn. Both approaches are used in the scope of this paper. The
linear mooring matrix resembles a spring–damper system. Hence, the
mooring force 𝐹𝑚(𝑡) is calculated as follows:

𝐹𝑚(𝑡) = 𝐵𝑚 ⋅ �̇�(𝑡) + 𝐶𝑚 ⋅𝑋(𝑡) , (11)

with the mooring damping matrix 𝐵𝑚, the mooring stiffness matrix 𝐶𝑚,
the velocity vector �̇�(𝑡), and the position vector 𝑋(𝑡).
Furthermore, the position of the mooring system as well as its preten-
sion needs to be defined.

Compared to the linear mooring matrix, MoorDyn uses a more
complex approach to model the mooring influence. This approach
is a lumped-mass implementation, separating each mooring line into
segments of equal length. The number of segments 𝑆 can be set by
the user. Furthermore, 𝑆 + 1 nodes are created at the connection
points between the segments. The physical properties (e.g., diameter,
unstretched length) of each segment can be defined by the user. The
model calculates the acceleration of each node using internal forces
(i.e., axial stiffness and damping), weight force (including buoyancy),
and hydrodynamic forces (added mass and drag from the Morison
equation). Furthermore, a seabed contact force can be respected, which
is not relevant for the present study since a taut mooring system is
simulated. Further information on the calculation of internal forces
and hydromechanical forces can be found in a publication by Hall and
Goupee (2015). The coupling between MoorDyn and WEC-Sim was
validated by Sirnivas et al. (2016). Furthermore, MoorDyn is coupled
to many other Open-Source models, e.g., OpenFAST (Hall and Goupee,
2015) or DualSPHysics (Domínguez et al., 2019). It is important to
note that the current implementation of the coupling between MoorDyn
and WEC-Sim disregards wave forces on the mooring lines, while other
hydrodynamic (i.e., drag and inertia from Morison equation due to
motion relative to still water) and hydrostatic forces (i.e., buoyancy)
are considered in the simulations.
8

T

2.4.2. Ansys AQWA
Ansys AQWA is a simulation model that is used to derive the

hydrodynamic coefficients using linear potential flow theory, assuming
an incompressible and irrotational fluid, together with small amplitudes
of the incident wave and respective motion response of the structure.
Hence, viscous effects are neglected and a velocity potential 𝜙 can be
defined:

𝑣 = ∇𝜙 , (12)

with the fluid velocity vector 𝑣 and the operator ∇.
The divergence of the velocity is equal to 0 (Laplace equation):

∇ ⋅ 𝑣 = ∇2𝜙 = 0 . (13)

The velocity potential can be split further into an incident wave
potential 𝜙0, a radiation potential 𝜙𝑟, and a diffraction potential 𝜙𝑑 :

𝜙 = 𝜙0 + 𝜙𝑟 + 𝜙𝑑 . (14)

hese three potentials can be solved to calculate the hydrodynamic
oefficients (i.e., added mass 𝐴, wave radiation damping 𝐵, Froude–

Krylov excitation force 𝐹𝑒𝑥𝑐,𝐹𝐾 , and diffraction excitation force 𝐹𝑒𝑥𝑐,𝑑𝑓𝑟)
sing Green’s function by distributing boundary elements or panels
ver the wetted body surface. A more detailed overview of the theo-
etical background, boundary conditions, and the applications of BEM
odels in wave energy is given by Papillon et al. (2020).

In addition to the frequency-domain modeling approach, Ansys
QWA can also obtain results in the time domain. Since this time
omain model is based on the same foundations as WEC-Sim, its details
ill be shortly summarized in Section 2.4.4.

.4.3. Data evaluation
The data evaluation of the numerical simulations uses the same

rinciples applied in the evaluation of the experimental data explained
n Section 2.3.3. I.e., FFT analyses of motion, force, and wave elevation
ime series.

However, the interrogation window is defined differently due to the
bsence of wave reflection in the numerical models. A fixed number of
ive full oscillation cycles before the end of the simulation is evalu-
ted in regular wave simulations. For both, single PA and wave farm
imulations, the runtime was 50 s.

Following the single PA model tests, heave response and surge force
re evaluated in the single PA simulations.

In the wave farm simulations, the following quantities are evalu-
ted:

• Surge response 𝑎𝑥,𝐹 and surge RAO
• Heave response 𝑎𝑧,𝐹 and heave RAO
• Pitch response 𝑎𝛩,𝐹 and pitch RAO
• Only for simulations in sea states: Absorbed Power 𝑃 for each PA

he wave farm responses are evaluated at the COG of the superstructure
s depicted in Fig. 2.

.4.4. Numerical setup & calibration methodology
In the following, the set of WEC-Sim simulations and the subsequent

alibrations conducted in this study are explained. The simulation
orkflow is presented in Fig. 7.

At first, the BEM data is generated in the frequency domain using
nsys AQWA. Afterwards, this BEM data is used in WEC-Sim time-
omain simulations. As mentioned at the end of Section 2.4.2, Ansys
QWA can obtain time domain results based on the frequency domain
EM results as well. Ansys AQWA uses a similar approach to the
onvolution integral formulation for the nonlinear calculation of the
roude–Krylov force and the nonlinear calculation of the buoyancy
orce. In Section 3, firstly the time domain modeling of Ansys AQWA
nd WEC-Sim are compared. Here, different settings concerning the
onlinearity of the simulations are used, which are summarized in

able 3.
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Fig. 7. Workflow of the study.
Table 3
Overview of the simulation approaches used in this study.

Name Analysis type Linearity assumptions

FD TD 𝐹𝐹𝐾 (𝑡) 𝐹𝐵 (𝑡)

AQWA x Linear Linear
WEC-Sim, linear x Linear Linear
WEC-Sim, nonlinear x Nonlinear Nonlinear
AQWA, Time response, nonlinear x Nonlinear Nonlinear
AQWA, Time response, linear x Nonlinear Linear
AQWA, Time response (FA) x Linear Linear

Remark. At this point, the difference between Ansys AQWA and
WEC-Sim should be clarified: Ansys AQWA is a model focusing on
hydrodynamic calculations, while WEC-Sim focuses on the multi-body
interactions of WECs. Ansys AQWA’s time-domain simulations are lim-
ited regarding body-to-body interactions, i.e., PTOs or constraints.
Hence, the large wave farm used in this study cannot be simulated
completely in Ansys AQWA. Furthermore, the mesh size in Ansys
AQWA is limited to 40,000 elements (in the utilized academic version).
Therefore, the simultaneous simulation of an array of 24 PAs would
require a coarse mesh for each PA. Using WEC-Sim, these limitations
of Ansys AQWA can be overcome to simulate the complete wave
farm. On the one hand, the BEM results were obtained for only one
single PA and then copied to use them for all 24 PAs. Of course,
this approach neglects the interaction of the PAs. On the other hand,
WEC-Sim allows for a large number of PTOs and constraints due to
its coupling with Matlab/Simulink and the multi-body dynamics model
Simscape Multibody.

To calibrate the BEM data, WEC-Sim simulations of the single PA
in regular waves are conducted and the results are compared with the
experimental data. Based on this comparison, the calibration of the
9

WEC-Sim input data is achieved by artificially adapting the amplitude
of the wave excitation force complex amplitude 𝐹𝑒𝑥𝑐 (𝜔,𝛩). An error
measure 𝜀 is defined to quantify the difference between simulations and
experiments.

𝜀 =
𝑥𝑛𝑢𝑚,𝑖
𝑥𝑒𝑥𝑝,𝑖

− 1 , (15)

with the experimental value 𝑥𝑒𝑥𝑝,𝑖 and the simulated value 𝑥𝑛𝑢𝑚,𝑖 for
regular wave condition 𝑖. Using Eq. (15), a negative 𝜀 denotes an
underestimation of the experimental values in the simulation, while a
positive 𝜀 denotes an overestimation.

Subsequently, the wave farm is simulated in regular waves, and the
respective results of the superstructure’s motions (i.e., surge, heave, and
pitch response) are compared with the experimental data from Meyer
et al. (2023). While in the previous publication, three mooring systems
were compared only the taut mooring system is used in the present
simulations. Fig. 8 shows a schematic drawing of the mooring system.
The calibration of the wave farm simulations is achieved by adapting
the mooring settings, such that the motion response of the wave farm
matches the experimental data with the least error. Therefore, the
normalized root mean square error (nRMSE) is used as an evaluation
value, while achieving normalization using the range (from minimum
to maximum) of experimental data:

nRMSE:

√

√

√

√

𝑁
∑

𝑖=1

(

𝑥𝑒𝑥𝑝,𝑖 − 𝑥𝑛𝑢𝑚,𝑖
)2

𝑁
∕(𝑥𝑒𝑥𝑝,𝑚𝑎𝑥 − 𝑥𝑒𝑥𝑝,𝑚𝑖𝑛) , (16)

with the number of regular wave conditions 𝑁 .
The simulation settings for both single PA and wave farm simula-

tions are summarized in Table 4.
For the calibrations, the model test PTO (linear spring, no damper)

was used. After finalizing both calibrations, the power output of the
wave farm in different irregular sea states is compared for all three
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Fig. 8. Schematic drawing of the taut mooring system: (a) Top view, (b) Side view of a single mooring line).
Table 4
Summary of simulation settings: Wave farm, PTO, mooring, simulation settings (PTO
settings are only valid for calibration and are altered in the simulations for power
assessment).

Parameter Value Unit

Scaled Prototype

𝑚𝑃𝐴 0.47 1586 kg
𝑑𝑥𝑃𝐴 0.8 12 m
𝑑𝑦𝑃𝐴 0.41 6.15 m
𝑚𝐹𝑟𝑎𝑚𝑒 13.08 44 145 kg
𝐼𝑥𝑥,𝐹 𝑟𝑎𝑚𝑒 2.73 2.0883 e+06 kg m2

𝐼𝑦𝑦,𝐹 𝑟𝑎𝑚𝑒 22.62 17.177 e+06 kg m2

𝐼𝑧𝑧,𝐹 𝑟𝑎𝑚𝑒 25.01 18.992 e+06 kg m2

𝐾𝑃𝑇𝑂 43 9675 N/m
𝐶𝑃𝑇𝑂 0 0 N/(m/s)
PTO Pretension 0.00584 19.7 kN
𝑚𝑀𝑜𝑜𝑟𝑖𝑛𝑔,𝑑𝑟𝑦 0.04 9 kg/m
𝐸𝐴𝑀𝑜𝑜𝑟𝑖𝑛𝑔 0.485 1636.875 kN
𝐿0,𝑀𝑜𝑜𝑟𝑖𝑛𝑔 2.022 30.33 m
Dist. Anchor - Fairlead 2.044 30.66 m
Timestepping 4th order Runge Kutta
dt (regular waves) 0.005 (constant) s
dt (irregular waves) 0.002 (constant) s

approaches: no calibration, single PA calibration, and wave farm cal-
ibration. Therefore, a realistic PTO is employed and a reactive con-
troller (proportional-integral controller, PI controller) is implemented
in Simulink. The Simulink diagrams of a solo single PA, the wave farm,
a single PA in the wave farm, and the reactive controller are displayed
Appendix B, Fig. B.19.

The optimal PTO settings are found using simulations of the solo
single PA, similar to the approach in Penalba et al. (2018). Han et al.
(2023b) showed that the optimum PTO configurations for wave farms
can be derived from single-device optimization. Finally, the difference
in the power output based on the three calibration approaches is
assessed.

The approach of this study is to use BEM simulations of one single
PA as an input for all PAs for the wave farm simulations. To achieve
10
this, the data of the single PA needs to be adapted. On the one hand,
its x- and y-position need to be changed accordingly. On the other
hand, the phase information of the wave excitation force needs to be
adapted. Without this phase adaptation, all PAs move in phase with the
wave at the coordinate origin, neglecting their respective position, since
WEC-Sim uses the wave elevation at the coordinate system’s origin to
calculate the wave excitation force 𝐹𝑒𝑥𝑐 (𝑡).

The phase adaptation 𝑑𝑝 was achieved based on linear wave theory,
using the celerity of the linear waves 𝑐:

𝑐 = 𝐿∕𝑇 (17)

𝑑𝑟 =
√

(𝑑𝑥 cos(𝛩))2 + (𝑑𝑦 sin(𝛩))2 (18)

𝑑𝑤 = 𝑑𝑟
𝑐

(19)

𝑑𝑝 = 𝜔 ⋅ 𝑑𝑤 (20)

with the incident wave length 𝐿, the incident wave period 𝑇 , the
distance from PA to origin 𝑑𝑟, the x- and y- coordinate of this distance
𝑑𝑥 and 𝑑𝑦, and the corresponding wave delay 𝑑𝑤.

The phase adaptation 𝑑𝑝 was calculated for each PA in the wave
farm. Subsequently, the phase of the incident wave force was adapted
by adding 𝑑𝑝 to the phase information from the BEM simulations of the
single PA. The present approach neglects hydrodynamic interactions
between the individual point absorbers, since only one single PA is
implemented in the BEM simulations. Accordingly, Eq. (20) assumes
that the incident wave elevation is the same for each point absorber, ne-
glecting any wave height reduction due to the upstream PAs. However,
only this adaptation enables WEC-Sim simulations of the wave farm
with individual, position-dependent PA response in WEC-Sim using
BEM input data from Ansys AQWA.

3. Results and discussion

In the following, the results of the study are presented and dis-
cussed. All results are given in prototype scale. After analyzing the
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Fig. 9. Model test results for one single PA: (a) Heave response, (b) Surge force.
experimental results of the single PA model tests, the subsequent nu-
merical simulations of the single PA are presented. Afterwards, the
wave farm simulations are discussed in conjunction with the different
calibration approaches, focusing on the estimated energy output of the
wave farm.

3.1. Experimental results

Figs. 9 (a) and (b) present the heave response and the surge force
measured for the single PA, respectively. Initially, the employment of
the spring PTO leads to a draft increase from 1.15 m to 1.40 m in the
equilibrium state, since the spring is pre-tensioned. This small increase
in draft leads to a large increase in submerged volume from 1.59m3

o 3.77m3. This is the main reason for the significant increase in surge
orce by almost a factor of 2 (see Fig. 9(b)). The heave response is also
ffected significantly. While the freely floating buoy has a heave RAO
lose to unity, which is only slightly decreased for the smallest period
ave, the heave response of the PA with spring PTO is significantly

maller, ranging between 0.75 and 0.9. Furthermore, a more distinct
nfluence of the incident wave period is visible. For the PA with spring
TO, the decrease in heave response is already apparent at intermediate
ave periods with 𝑇 < 8 s.

The wave gauge data is not displayed, since data evaluation in-
icates in insignificant influence of the PA on the surrounding wave
ield. This further points to small hydrodynamic interactions between
he individual PAs in the wave farm and an emphasis on the mechanical
nteractions. However, further studies are necessary to determine the
nfluence of different PTO characteristics, since the PTO consisted of a
inear spring without a damper in the model tests.

.2. Numerical results

.2.1. Solo single PA: Calibration
Five different simulation approaches, two in WEC-Sim and three

n Ansys AQWA, are compared in Fig. 10, which displays the error 𝜀
see Eq. (15)) for heave response and surge force. Fig. 10(a) shows a
atisfying agreement of the nonlinear AQWA approach with the model
est results for the PA’s heave response (mean error: −0.27%). Only for
he smallest incident wave period, a larger error of - 6.3% is visible.
his illustrates that the BEM results and the underlying simplifications
potential flow) are sufficient to model the heave motion of the PA.

Nevertheless, a comparison with other more linear simulation ap-
11

roaches shows the high importance of nonlinear effects. Focusing on
the AQWA simulations, the linear AQWA results present an overestima-
tion of roughly 15% for all incident wave periods. For incident wave
periods above 6 s, the error of the FA AQWA approach is similar to the
error of the linear AQWA approach. However, for shorter period waves
the error increases to >20%. Since the difference between these two
approaches is the linearization of the buoyancy force via a linear stiff-
ness matrix, these results indicate that this linearization is only valid
in long-period waves. Furthermore, the linearization of the Froude–
Krylov Force, which is the difference between the nonlinear AQWA
approach and the two previously discussed linear approaches, accounts
for the constant error of roughly 15%. This importance of nonlinear
Froude–Krylov force might mainly originate from the shape of the PA.
Especially the PA’s shallow draft leads to high changes in submerged PA
volume in regular waves, which subsequently necessitates a nonlinear
simulation of wave forces.

Focusing on the WEC-Sim results, the fully linear nature of WEC-
Sim’s implementation becomes apparent, since the linear WEC-Sim
results match the FA AQWA results perfectly. To reach a further im-
provement of the WEC-Sim results, the nonlinear approach was tested,
using the same mesh as the AQWA simulations. Nevertheless, the
nonlinear WEC-Sim approach did not lead to a significant improvement
in the PA’s heave response.

For the surge force, similar observations as for the heave response
can be made: The fully nonlinear AQWA approach leads to the best
results but overestimates the experimental data by roughly 15%. The
other approaches, i.e., linear AQWA, linear WEC-Sim, and nonlinear
WEC-Sim, show even less agreement with errors of around 30% over
all wave periods.

The average heave RAO error is overall lower than the average surge
force error. This may originate from the different quantities that are
measured: Motion for heave and force for surge. Comparing heave force
error and surge force error might lead to similar error levels. However,
heave motion is measured, which is affected by further influencing fac-
tors, e.g., structural mass, PTO force, and radiation force. The influence
of these factors may lead to a higher accuracy in comparing the motion
of a floating structure between simulations and experiments than solely
comparing the wave force. Furthermore, the larger surge force error
might have another origin. Ansys AQWA solves the diffraction problem
(i.e., calculating incident wave forces) simulating a fixed structure in
waves. However, the buoy is free to move in heave direction in the
model tests. This deviation partly leads to the observed overestima-
tion of surge force in the numerical model, since the error reduction

from linear to nonlinear AQWA simulations (from roughly 30% to
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Fig. 10. Comparison of numerical results for a single PA from WEC-Sim and AQWA with experimental data: (a) Heave response, (b) Surge force.
5%) indicates a strong influence of nonlinear Froude–Krylov force
alculation. This nonlinear Froude–Krylov force calculation respects the
nstantaneous water surface elevation and the position of the structure.
owever, the remaining error of 15% indicates that other nonlinearities

hat are not considered in the simulationsare significant. These could
nclude nonlinear effects in the diffraction force or vortex shedding
henomena that cannot be captured by potential theory simulations.
ence, further studies with higher fidelity approaches are necessary to
valuate these nonlinearities.

Based on the presented results, two main outcomes give directions
or the WEC-Sim simulations of the whole wave farm: (1) The BEM
ata generated by Ansys AQWA is accurate, particularly for the heave
OF, as long as nonlinear effects on buoyancy force and Froude–Krylov

orce are considered in Ansys AQWA. (2) The nonlinear WEC-Sim
odel cannot resemble the good performance of the nonlinear Ansys
QWA model. The error identification regarding the nonlinear WEC-
im approach is not in the scope of this study and remains the subject
f future work.

These two outcomes lead to two indications for the application
f the BEM data in WEC-Sim: (1) The linear WEC-Sim approach is
mployed in the following simulations since the nonlinear WEC-Sim
pproach did not lead to improved results, but only to increased
untime. (2) Due to the deviation between linear WEC-Sim results and
xperimental data, a calibration is necessary. This calibration aims at
inimizing the aforementioned deviation while keeping the resulting
TO force unaffected. Since the PTO force is important for the motion
esponse of the wave farm, its adaptation would lead to subsequent
eviations between wave farm simulations and model tests. While an
daptation/increase of the PTO stiffness could lead to a more accurate
eave response, this would have made the PTO force less accurate,
ince the same motion with a higher stiffness leads to higher forces.
urthermore, the surge force would need another adaptation, since
t is independent of the PTO settings. Therefore, the PTO stiffness is
ept constant and the hydrodynamic data needs to be adapted. It is
mportant to point out that the hydrodynamic data is accurate, as
hown by the nonlinear AQWA simulations. However, its adaptation
s the only possibility for calibration under the aforementioned re-
trictions regarding PTO force. Following Eq. (3), three hydrodynamic
orce components can be adapted: The incident wave force amplitude,
he radiation force (by adapting Added mass and Damping), and the
uoyancy force (by adapting the linear restoring stiffness). In the
ollowing, linear calibration factors for the incident wave force am-
litude (for surge and heave motion) are developed, since the motion
12

esponse is proportional to this quantity. A calibration based on an
Table 5
Mean errors and calibration factors for heave and surge force.
DOF Mean error

(initial BEM)
Calibration factor

[%] [–]

Surge 31.42 1.3142
Heave 17.46 1.1746

adaptation of radiation force and/or buoyancy force would also be
possible. However, the relation between motion response and these two
force components is not as straightforward. Therefore, a more complex
identification of calibration factors would be necessary. This is omitted
due to the practical necessity of the calibration which accounts for the
neglected nonlinear effects in WEC-Sim.

In Fig. 11 the non-calibrated and calibrated WEC-Sim results as
well as the calibration factors are displayed. The calibration factors
for the heave response (Fig. 11(a)) and surge response (Fig. 11(b))
are calculated using the mean error over all wave periods. Table 5
summarizes the mean errors and the subsequent calibration factors.

3.2.2. Freely-floating wave farm
To emphasize the importance of the incident wavelength on the

wave farm’s motion response, all Figures referring to the wave farm
use the wavelength 𝐿 as the 𝑥-axis.

Applying the now calibrated BEM data to the wave farm, a new BEM
simulation was necessary with an adapted water depth of 15 m (for
previous single PA simulations: 11.25 m). The previously determined
calibration factors are not adapted. Their dependence on water depth
is deemed small since they have a linear relation to the PA’s motion
response and linear theory is used in the numerical modeling.

The freely floating wave farm’s motion response in pitch and heave
is compared with experimental data in Fig. 12. Both non-calibrated and
calibrated data are displayed.

The heave response, which is shown in Fig. 12(a), shows over-
all good agreement with the experimental data for both simulation
approaches with an nRMSE of 0.14. A similar observation can be
made for the pitch response (see Fig. 12(b)), which shows sufficient
agreement. The calibrated simulations perform slightly better than the
non-calibrated simulations, with an nRMSE of 0.16 and 0.2, respec-
tively.

In terms of differences between calibrated and non-calibrated sim-
ulations, only for long waves with wavelength 𝐿 > 60 m, the difference

is significant, especially in the pitch response. Here, the calibration
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Fig. 11. Calibration of WEC-Sim for a single PA based on experimental results: (a) Heave response, (b) Surge force.
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has a positive effect on the agreement between simulation and ex-
periment, reducing the nRMSE (for the given wavelength range) from
0.24 (non-calibrated) to 0.15 (calibrated). The overestimation of the
single PA’s heave response in the non-calibrated simulations also leads
to an overestimation of the wave farm’s pitch response, which mainly
depends on the heave motion of the PA rows with the highest lever arm
(rows 1 & 2, see Fig. 1). Furthermore, for the respective wavelength
regimes of the heave response, the calibrated simulations show slightly
better agreement with the experimental data (nRMSE = 0.11) than the
non-calibrated simulations (nRMSE = 0.12).

Analyzing these results, the calibration shows little effect in the
horter wavelengths. Since for wavelengths with 𝐿 < 𝐿𝐹𝑎𝑟𝑚 (60 m) also

hydrodynamic interactions between the PAs have an influence these
inaccuracies were expected due to neglecting hydrodynamic interac-
tions. Nevertheless, the mechanical interactions between the PAs are
reproduced with good accuracy since the overall shape of the RAOs and
their distinctive features (e.g., heave RAO shape between L = 20 and L
= 45, heave RAO minimum for L = 75, pitch RAO minimum for L = 50)
match the experimental observations. These distinctive features of the
RAO originate mainly from the mechanical interactions between the
PAs. However, the influence of the hydrodynamic interactions cannot
be excluded since the experimental data considers both, mechanical
and hydrodynamic coupling effects. Further numerical studies will be
necessary to incorporate both effects and quantify their respective
importance.

3.2.3. Moored wave farm: Non-calibrated
Subsequently, the mooring system is implemented, while respecting

the overall accuracy of the calibrated simulations of the freely-floating
wave farm (heave: nRMSE = 0.14, pitch: nRMSE = 0.16) as a guideline
for the accuracy of the moored wave farm.

The first implementation efforts for the mooring system focused
on the lumped-mass mooring model MoorDyn. However, the MoorDyn
simulations led to insufficient results, which are most probably origi-
nating from the lumped-mass approach in combination with the highly
dynamic wave farm. These challenges are depicted with more detail in
Appendix A.

To overcome the drawbacks of the lumped-mass approach, the lin-
ear mooring matrix approach was used to represent the mooring effects
on the wave farm. Since the taut mooring system comprises lines with
linear stiffness characteristics, which do not fall slack and are subject
to negligible hydrodynamic wave loads due to their small diameter, the
application of the linear mooring matrix approach is feasible. In the
13

following paragraphs, two representations of the mooring matrix will r
be used: Firstly, an initial mooring matrix will be presented, which is
adapted to a calibrated mooring matrix in the following steps. Various
approaches to the creation of the initial mooring matrix are available,
e.g., purely analytical calculations (Amaral et al., 2022), or numerical
solutions like MoorPy (Hall et al., 2021). In this study, OrcaFlex is used
to generate the initial mooring matrix 𝐶𝑚0:

𝑚0

[𝑘𝑁
𝑚

]

=

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

136.21 0 0 0 159.95 0
0 9.49 0 −11.29 0 0
0 0 54.86 0 0 0
0 −11.29 0 20.23 0 0

159.95 0 0 0 209.92 0
0 0 0 0 0 22.89

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

his mooring matrix 𝐶𝑚0 is valid for the mooring representation of
he presented taut mooring system and was created for an origin at
= (0, 0, 3.6), which is the COG of the wave farm’s superstructure.

nitially, no mooring damping matrix is used. However, the wave farm’s
esponse in regular wave simulations showed superharmonic oscilla-
ions (i.e., the amplitude spectrum of the respective response has two
istinct peaks, one at the wave frequency and another at the system’s
atural frequency). Hence, a low-level adaptation was implemented by
sing a surge damping of 10N sm−1, which leads to a regular wave farm
esponse in regular waves.

.2.4. Moored wave farm: Calibration
Two calibration methods were employed: A manual calibration and

n optimization using a Genetic Algorithm. The manual calibration was
eached by manually adapting the mooring matrices until a sufficient
greement with the experimental data was reached. This agreement
as quantified using the nRMSE. Additionally, a visual assessment
f the RAOs’ shape was taken into account. On the contrary, the
A only minimized the nRMSE by adapting the mooring matrices

damping and stiffness). In both matrices, four parameters (diagonal
ntries for surge, heave, and pitch, as well as surge-pitch coupling
ntry) need to be optimized, leading to an optimization problem with
ight parameters. Since the manual calibration showed that the heave
otion is uncoupled from surge and pitch motion, the optimization
roblem was split to reduce computational cost. One GA was used to
ptimize heave motion (adapting 𝐶𝑚,3,3 and 𝐵𝑚,3,3), while a second GA
as used to optimize the surge and pitch motion with six optimization
arameters. The fitness score was determined by evaluating Eq. (16)
fter running regular wave simulations in all 16 wave periods that
ere investigated in the experiments. The evaluation of one function,

.e., one population (running 16 WEC-Sim calculations, processing
esults, calculating nRMSE), took roughly 2 min. The GA settings are
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Fig. 12. Comparison of the motion response of the freely floating wave farm: (a) Heave response, (b) Pitch response.
Table 6
GA settings.
GA parameter Value

Population Size 50
Max No. of Generations 20
Max. No of Stall Generations 6
Crossover Fraction 0.8

Table 7
Parameter Space (Damping is given in prototype scale to improve clarity).

Optimization
parameter

Unit Lower limit Upper limit Step size

𝐹1,1 [–] 0 2.0 0.1
𝐹3,3 [–] 0 2.0 0.1
𝐹5,5 [–] 0 2.0 0.1
𝐹5,1 [–] 0 2.0 0.1
𝐵𝑚,1,1 [N/(m/s)] 0 100 10
𝐵𝑚,3,3 [N/(m/s)] −100 100 10
𝐵𝑚,5,5 [N/(m/s)] 0 400 10
𝐵𝑚,5,1 [N/(m/s)] 0 200 10

summarized in Table 6. Discrete values were assigned to the search
space of the eight optimization parameters: While absolute values were
chosen for the mooring damping matrix, the entries of the mooring
stiffness matrix were adapted using a factor between 0 and 2. E.g., for
the heave stiffness:

𝐶𝑚,3,3 = 𝐹3,3 ⋅ 𝐶𝑚0,3,3 (21)

with the heave stiffness factor 𝐹3,3. The limits and step sizes of the
optimization parameters are presented in Table 7. To ensure reasonable
results of the GA optimization, a nRMSE equal to 1 was assigned to
realizations with unstable simulations (simulation time <preassigned
simulation time) or simulations with superharmonic oscillations in the
wave farm’s responses (two distinct peaks in the response amplitude
spectra).

Fig. 13 shows a comparison of the initial settings and the GA
calibration with experimental data for the wave farm’s heave response.
The results of the manual mooring matrix calibration are not shown,
since the optimization parameters were not adapted. The calibration
of the mooring matrices has little influence on the heave motion of
the wave farm since the nRMSE decreases only slightly from 0.2170 to
0.2165. This observation originates from the fact that the mechanical
interactions of the PAs, also based on the layout (i.e., distance) of the
14

wave farm, have a much larger influence on the farm’s heave motion
Fig. 13. Comparison of the moored wave farm’s heave response with different
calibration approaches (using linear mooring matrices).

Table 8
Results of mooring matrix optimization for the wave farm’s heave response.

Parameter Unit Initial Optimized (GA)

𝐶𝑚,3,3 [kN/m] 54.86 49.37
𝐷𝑚,3,3 [kN/(m/s)] 0 0
nRMSE [-] 0.2170 0.2165

than the mooring system itself. Subsequently, the mooring stiffness ma-
trix was adapted by a small amount only, while the mooring damping
matrix was not adapted at all. The respective values are summarized in
Table 8.

For the calibration of surge and pitch motion, two GA approaches
were employed. One approach minimized the nRMSE of the surge and
pitch response while the other approach solely minimized the nRMSE of
the pitch response. The results of the simulations employing these two
GA approaches as well as the initial mooring matrix and the manually
calibrated matrices are compared with experimental data in Fig. 14.
Fig. 14(a) and (c) show the pitch and surge response of the moored

wave farm, while Fig. 14(b) and (d) show the respective responses
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Fig. 14. Comparison of the motion response of the moored wave farm with different calibration approaches (using linear mooring matrices): (a) Pitch response, (b) Pitch response
(without ‘initial’ results), (c) Surge response, (d) Surge response (without ‘initial’ results).
neglecting the results of the initial mooring matrix. Focusing on the
results of the initial mooring matrix in Fig. 14(a) and (c), a clear over-
estimation of the peak response is visible for the pitch response as well
as for the surge response. Fig. 14(b) shows that the pitch-optimizing GA
and the manual calibration match the experimental pitch response bet-
ter than the pitch-surge optimizing GA. The pitch-optimizing GA leads
to the smallest nRMSE of 0.1125, while the shape of the pitch RAO,
especially the sharpness of the peak, is not reproduced. Only manual
calibration can reproduce this behavior. However, the resulting nRMSE
is 0.1917. The comparison of the surge response, which is presented in
Fig. 14(d), shows that none of the calibration approaches can reproduce
the moored wave farm’s response from physical modeling accurately.
The surge-pitch-optimizing GA results in the smallest nRMSE of 0.2018.
The mooring matrix entries obtained from the different simulators as
well as the resulting nRMSE are summarized in Table 9.

The previously presented results indicate that the mooring system’s
influence on the wave farm response cannot be represented accurately.
The moored wave farm forms a complex dynamic system, which cannot
be captured completely by the linear hydrodynamic model in combi-
nation with a linear mooring representation. However, recalling the
15
model’s accuracy in simulating the freely floating wave farm, which
resulted in nRMSE values for the heave and pitch motion of 0.11 and
0.15, respectively, the accuracy of the pitch response has increased to a
minimum nRMSE of 0.11, while the accuracy of the heave response has
slightly decreased. The absorbed power is chosen as the design factor in
this study – referring to an performance before readiness approach (We-
ber, 2012) – and mooring forces are neglected since the presented
methodology aims at performance evaluation in early design stages.
Since the power absorption of the wave farm has a strong dependence
on its pitch motion, the mooring matrices obtained from the pitch-
optimizing GA are used as the calibrated mooring matrices 𝐶𝑚,𝑐 and 𝐵𝑚,𝑐
in the subsequent irregular wave simulations.

𝐶𝑚,𝑐

[𝑘𝑁
𝑚

]

=

⎛

⎜

⎜

⎜

⎜

⎜

⎜

149.83 0 0 0 127.96 0
0 9.49 0 −11.29 0 0
0 0 54.86 0 0 0
0 −11.29 0 20.23 0 0

127.96 0 0 0 167.94 0

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎝ 0 0 0 0 0 22.89⎠
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Table 9
Results of mooring matrix optimization for the wave farm’s surge and pitch responses.
Parameter Unit Initial Optimized

Manual GA (pitch) GA (pitch, surge)

𝐶𝑚,1,1 kNm−1 136.21 136.21 149.83 149.83
𝐶𝑚,5,5 kNm−1 209.92 335.88 167.94 455.72
𝐶𝑚,1,5 kNm−1 159.95 159.95 127.96 175.95
𝐷𝑚,1,1 kNm−1 s 0 0 43.57 43.57
𝐷𝑚,5,5 kNm−1 s 0 174.28 305.00 270.14
𝐷𝑚,1,5 kNm−1 s 0 0 69.713 104.57
nRMSE (Pitch) – 0.8458 0.1917 0.1125 0.1682
nRMSE (Surge) – 1.1293 0.3572 0.2839 0.2018
nRMSE (mean) – 0.9878 0.2745 0.1982 0.1850
𝐵𝑚,𝑐

[𝑘𝑁𝑠
𝑚

]

=

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

43.57 0 0 0 69.71 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

69.71 0 0 0 305.00 0
0 0 0 0 0 0

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

.2.5. Simulation of realistic sea states
To assess the energy conversion of the wave farm in general and

o quantify the importance of model tests for calibration purposes,
our sea states were chosen based on scatter data presented by the
nternational Energy Agency (IEA) (Nielsen and Pontes, 2010). Long-
rested sea states were used in the scope of this study. However, the
umerical model would also allow the simulation of short-crested sea
tates (e.g., misaligned or spread incident waves), which could be a
ubject of future studies. Four shallow water test sites were chosen for
his study since the water depth in experiments and simulations was set
o 15 m. A fully developed sea was simulated as Pierson–Moskowitz
PM) spectra. The sea state with the highest ratio of occurrence was
hosen from the respective scatter diagrams. Table 10 summarizes the
ignificant wave height 𝐻𝑠 and the peak period 𝑇𝑝 of the four sea

states, and includes a relative wavelength, which is calculated as the
wavelength (linear theory) using 𝑇𝑝 divided by the wave farm length of
60 m. Based on the previous experimental findings, short-period waves
should lead to a higher energy conversion due to a relative wavelength
<0.8.

In the WEC-Sim simulations of the presented sea states, roughly
187 min of real time were simulated (2900 s in model scale). Using
the first seven minutes as a warm-up period, the final 180 min were
used in the data evaluation to disregard transient effects in the initial
phases of the simulation.

Implementing a PI controller with negative PTO stiffness for each
PA in the wave farm simulations led to unstable simulations due to the
mechanical interactions of all PAs connecting the reactive controllers.
This emphasizes the importance of advanced control algorithms for the
present wave farm. Existing methods for two-body heaving PAs based
on reinforcement learning approaches, e.g., Anderlini et al. (2018),
might provide a good starting point.

Due to the instabilities arising from negative PTO stiffness, the PTO
stiffness is kept at the constant value from the model tests (𝐾𝑃𝑇𝑂 =
9675Nm−1) and an optimization of the PTO damping is carried out.
The optimization results are presented in Fig. 15. Both, initial and
calibrated BEM data are used in this optimization. Using the initial BEM
data the PTO power is overestimated by 36% due to the higher heave
response of the PA. However, the optimal PTO settings can be found
using both. Table 11 summarizes the results of the optimization using
the calibrated BEM data, which will be used in the following.

Following the investigation of the optimal PTO settings, the wave
farm is simulated in the unmoored state. To avoid excessive mo-
tion in the horizontal plane due to the accumulation of numerical
errors, a mooring stiffness of 225 kNm−1 for surge, sway, and yaw
was implemented. Since no coupling with heave and pitch motion is
16

implemented, this does not influence the presented results.
Table 10
Irregular wave conditions from wave energy test sites, extracted from data published
in Nielsen and Pontes (2010).

Number Location 𝐻𝑠 [m] 𝑇𝑝 [s] 𝐿∕𝐿𝐹𝑎𝑟𝑚

SS1 Galway Bay, Ireland 0.75 4.55 0.54
SS2 Hanstholm, Denmark 1.00 5.00 0.64
SS3 Port Kembla, Australia 0.88 9.92 1.80
SS4 Pilot zone, Portugal 1.25 8.75 1.54

Table 11
Optimal PTO settings and subsequent power
output for a solo single PA with constant PTO
stiffness of 𝐾𝑃𝑇𝑂 = 9675Nm−1.

𝐶𝑃𝑇𝑂,𝑜𝑝𝑡 𝑃𝑚𝑎𝑥
[kN(m/s)] [kW]

SS1 52.29 0.93
SS2 57.51 1.72
SS3 125.49 1.20
SS4 109.80 2.58

The results of the total converted energy are presented in Fig. 16.
Again, simulations with initial and calibrated BEM data are compared,
showing a clear overestimation of the converted energy using the initial
BEM data. This overestimation has a constant factor of 36% for all sea
states. Due to the linear model, the same constant factor as in the single
PA simulations applies.

Table 12 compares the average absorbed power per PA of the
unmoored wave farm and the single PA (see Fig. 15), as well as the ratio
between the two values. This resembles the q-factor that is frequently
used in assessing wave farm performance:

𝑞 =
𝑃𝑓𝑎𝑟𝑚

∑

𝑃𝑠𝑖𝑛𝑔𝑙𝑒
(22)

with the wave farm’s absorbed power 𝑃𝑓𝑎𝑟𝑚 and the absorbed power of
a single WEC 𝑃𝑠𝑖𝑛𝑔𝑙𝑒.

The q-factor is usually applied to evaluate hydrodynamic interac-
tions in wave farms. In this study, this evaluation is not made on the
farm level, but on a single device level to focus on the effects the
mechanical coupling of the PAs has on their performance. In simple
terms, the factor presented in Table 12 estimates the performance
loss due to this mechanical connection in comparison to individually
deployed PAs. This performance loss should be balanced with less
CAPEX due to reduced mooring costs and installation costs, finally
leading to decreased LCOE. While this holistic assessment of the total
wave farm costs and the comparison to the deployment of individual
PAs is not in the scope of the present study, it emphasizes that WEC-
Sim simulations can help assess the wave farm performance and the
influence of the mechanical coupling on this performance.

A clear difference between SS1 & SS2 (low peak period) and SS3
& SS4 (large peak period) can be observed. While the mechanically
coupled PAs can reach at least 70% of the solo single PA’s potential
in the former two sea states, the factor is below 30% for the latter

two sea states. This emphasizes the experimental findings, furthermore
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Fig. 15. Average absorbed power as a function of PTO damping with a constant PTO stiffness of 𝑘 = 9675Nm−1 (reactive control) for a single PA.
Table 12
Comparison of mean absorbed power per PA [kW] for the solo single
PA and the unmoored wave farm.

Absorbed Power per PA [kW] Factor [%]

Solo single PA Wave farm

SS1 0.93 0.72 77
SS2 1.72 1.21 70
SS3 1.20 0.24 20
SS4 2.58 0.71 28

pointing out that the wave farm’s operation is only efficient in waves
with a wavelength shorter than the overall length of the wave farm.

Table 13 compares the mean absorbed power per PA for three
different cases: Wave farm with initial mooring, wave farm with cal-
ibrated mooring, and wave farm without mooring. The results given in
the Table highlight a minimal influence of mooring calibration on the
absorbed power.

Fig. 16 as well as Tables 12 and 13, emphasize that the calibration
of the BEM data has a much more significant influence on the converted
energy than the calibration of the mooring system. The mooring influ-
ence is in the same order of magnitude as in the previous experimental
17
Table 13
Comparison of mean absorbed power per PA [kW] for the wave farm (calibrated
BEM data).

Absorbed power per PA [kW]

Calibrated mooring Uncalibrated mooring No mooring

SS1 0.72 0.72 0.72
SS2 1.22 1.22 1.21
SS3 0.24 0.24 0.24
SS4 0.72 0.72 0.71

study (Meyer et al., 2023), which also indicated only a small difference
in motion response between unmoored and taut-moored wave farm.

4. Conclusion

This paper presents findings on the accuracy of modeling ap-
proaches for wave farms in the early design stages. Model test results
of a single PA are presented and used to calibrate the WEC-Sim model
of a single PA, based on BEM data generated using Ansys AQWA.
After this calibration, the wave farm is simulated in WEC-Sim. At
first, the unmoored wave farm is simulated, showing good agreement
between simulations and previously published experimental data. The
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Fig. 16. Comparison of the converted energy of the unmoored wave farm: (a) SS1, (b) SS2, (c) SS3, (d) SS4.
oored wave farm was subsequently simulated, and the mooring
ystem based on linear mooring matrices was calibrated using model
est data. Finally, simulations in irregular sea states were carried out.
nitially, optimal PTO properties were found using Exhaustive Search
ptimization. These optimal PTO settings were then used to determine
he converted energy.

The key findings of this study are:

• The mechanical interactions of the complex wave farm at hand
are reproduced with high accuracy by WEC-Sim. Hence, the
first insights in the initial design phases can be gained without
extensive high-fidelity modeling (physical model tests, CFD).

• BEM simulations are sufficient as input data, but calibration is
necessary for an accurate estimation of wave farm performance.

• For the mechanically coupled wave farm used in this study, the
mechanical interactions are of much higher importance for power
output than the mooring interaction. Hence, the mooring system
can be simplified to model the wave farm for power conversion
assessments in the early design stages.

• Subsequently, the calibration of BEM data has a much higher
18

influence on the evaluation properties (i.e., converted energy)
than the calibration of the mooring system. Therefore, for an
accurate determination of wave farm performance, single PA
model tests (focusing on the motion response in waves) should
be prioritized over tests of the whole wave farm in the planning
of model test campaigns for early design stages.

• The main findings of the previous experimental study (Meyer
et al., 2023) without PTO damping are confirmed: The wave farm
operates best in incident waves with a length shorter than the
wave farm’s length.

Summarizing these findings, the calibration of the BEM data based on
single PA model tests has much more influence on the design factors
(i.e., converted energy of the wave farm) than the mooring calibra-
tion based on the extensive model tests of the complete wave farm.
Therefore, an accurate determination of the mechanical interactions
in the wave farm as well as the power output can be achieved by
employing mid-fidelity models. However, the aspects that are neglected
in the present methodology, i.e., the hydrodynamic interaction between
the individual PAs in the wave farm, should be respected when other

wave farm designs are evaluated. E.g., for wave farms with significantly
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smaller separation distances between the PAs, a stronger focus should
be laid on the evaluation of the hydrodynamic interactions. Further
high-fidelity studies will be necessary to investigate the correlation be-
tween wave farm layout and the subsequent emphasis on mechanical or
hydrodynamic interactions between the PAs. Similarly, for wave farms
with different PA shapes, the hydrodynamic interactions should be
observed. Since according to the proposed approach, single PA model
tests are recommended, possible hydrodynamic interactions should be
considered, e.g., by a careful evaluation of the wave field in the vicinity
of the PA. Finally, a third point to be considered in this regard is the
influence of the PTO settings on the hydrodynamic interactions in the
farm.

Furthermore, mooring forces were not used as a design factor in this
study, and mooring design can be crucial in the design of a complete
structure (wave farm, FOWT, etc.). Based on the lower accuracy in the
moored wave farm’s simulations, physical model tests of a whole wave
farm play a key role in the mooring design. While the problems in
mooring simulations may originate from the dynamic characteristics of
the complete wave farm, they however point out that further research
in this area is necessary, and currently, model tests are indispensable.
Similarly, the surge force error observed in the initial BEM simulations
indicates that approaches with higher fidelity are necessary.

Finally, the extent of model tests also correlates with the design
phase of the wave farm. In the early design stages, the converted
energy of a wave farm concept may be design driving to increase TPL
as proposed by Weber (2012), and numerical simulations for design
validation or layout optimization are carried out. Hence, in this design
stage, single PA model tests are more cost-efficient than testing the
whole wave farm. Additionally, the BEM data calibration could be
achieved, at least for the present test case, using the BEM model by
calibrating the WEC-Sim input data using the AQWA Time Domain
results. In summary, the present study indicates that the combination
of single PA model tests and mid-fidelity modeling in WEC-Sim is a
feasible approach – while keeping the aforementioned limitations con-
cerning hydrodynamic interactions in mind – for early design stages.
Afterwards, more complex model tests of the wave farm using the now
validated wave farm design with fixed system fundamentals can be car-
ried out for mooring design, not only focusing on operational conditions
but also on survival conditions with more nonlinear sea states. In this
scope, advanced control systems could also be investigated. The results
of the present study indicate that improved controllers could increase
wave farm performance significantly.
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ppendix A. Lumped-mass mooring models in the simulation of
ighly dynamic wave farms with taut line mooring systems

As mentioned in Section 3.2.3, the simulation of the moored wave
arm using MoorDyn, which is a lumped-mass mooring model, led to
arious problems. In the following, these problems are highlighted in
ore detail. To emphasize that the issues are not inherent to MoorDyn

ut originate from the lumped-mass approach, further simulations with
he industry model OrcaFlex (OF) are presented. This Appendix aims
o provide further research directions for high-fidelity mooring models
compared to the low-fidelity approach of the linear mooring matrices,
hich were employed in the present study).

In this Appendix, only the uncalibrated BEM data is used in both
odels. Firstly, the good agreement between OrcaFlex and WEC-Sim

or the single PA and the freely-floating wave farm is shown to em-
hasize the accurate simulation of the PA hydrodynamics and their
echanical interaction in both models. Secondly, the moored wave

arm is simulated and the respective results of both simulation models
re presented.

The simulation results of both, OF and WEC-Sim, for single PA and
reely-floating wave farm are presented in Fig. A.17. The response of
he single PA is simulated with nearly no difference (rms = 0.002).
imilarly, the heave and pitch response of the freely-floating wave farm
hows only a few differences, mainly in the area of short waves with
<60. Here, the different approaches of OF and WEC-Sim concerning

he wave field might become apparent: In WEC-Sim the wave excitation
orce is calculated using the phase shift based on the position of the
loating structure (in this manuscript, the subsequent adaptation for
ifferent PAs is achieved using Eq. (20)), using only one distinct wave
levation in the whole field. On the contrary, the wave elevation is
alculated over the whole domain in OF. However, the heave and pitch
esponse of the freely-floating wave farm are very similar for both,
F and WEC-Sim, with a rms of 0.043 for heave and 0.0657 ◦ m−1 for

pitch. These small differences show that both models are capable of
simulating the PA hydrodynamics and their mechanical coupling with
similar accuracy.

However, implementing the taut mooring lines for the wave farm
using the lumped-mass approach inherent to MoorDyn and OF leads to
strongly increasing errors. Fig. A.18 shows the heave and pitch response
of the wave farm. Here, both responses show minor differences between
both models, which may further originate from the different imple-
mentations of the lumped-mass approach. While the wavelength of the
maximum is estimated accurately by the simulations, its amplitude
is significantly overestimated. While the maximum value differs for
OF (6.47 ◦ m−1) and WEC-Sim (8.56 ◦ m−1), the overestimation of the
experimental values is clear for both models.

Extensive efforts to calibrate MoorDyn were undertaken. An ar-
tificial damping term could be adapted in MoorDyn to reduce the
overestimation. Nevertheless, this increase in damping leads to further
problems, i.e. an increase in pitch response in shorter wavelengths
between 𝐿 > 40 m and 𝐿 < 60 m. Furthermore, the damping in-

crease led to increasing runtimes, since larger damping requires smaller
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Fig. A.17. Comparison of the motion response of single PA and freely-floating wave farm: (a) Heave response of single PA, (b) Heave response of wave farm, (c) Pitch response
of wave farm.

Fig. A.18. Comparison of the motion response of moored wave farm: (a) Heave response, (b) Pitch response.
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timesteps for stable simulations. However, no convergence towards
the experimental data could be achieved. Hence, further research on
lumped-mass mooring models is necessary to improve the models’
performance applied to highly dynamic wave farms with taut mooring
system.
21
Appendix B. Simulink diagrams

See Fig. B.19.
Fig. B.19. Simulink models: (a) Solo single PA, (b) Wave farm, (c) Single PA in wave farm, (d) Controller.
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