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Abstract: The climate crisis represents one of the greatest contemporary global challenges,
requiring actions to mitigate its impacts and sustainable solutions to meet the growing
demands for clean energy and coastal protection. Therefore, the study of devices such
as the submerged plate (SP), which simultaneously acts as a breakwater (BW) and wave
energy converter (WEC), is especially relevant. In this context, the present numerical study
compares the efficiency of an SP device under regular waves across different geometric con-
figurations considering inclination angles. To achieve this, a horizontal SP was adopted as
a reference. Its thickness and total material volume were kept constant while ten alternative
geometries, each with a different inclination for the SP, were proposed and investigated.
The computational domain was modeled as a full-scale regular wave channel with each
SP positioned below the free surface. The volume of fluid (VOF) multiphase model was
employed to represent the interaction between water and air. The finite volume method
(FVM) was applied to solve the transport equations for volume fraction, momentum, and
mass. The SP’s efficiency as a BW was evaluated by assessing the free surface elevation
upstream and downstream of the SP, while its efficiency as a WEC was measured by eval-
uating the axial velocity below the SP. Results indicated that the efficiency of the SP can
vary significantly depending on its inclination, with the optimal case at θ = 15◦ showing
improvements of 11.95% and 16.59%, respectively, as BW and WEC.

Keywords: offshore hybrid device; coastal protection; wave energy; finite volume method

1. Introduction
Human activities, particularly the emission of greenhouse gases, have undeniably

driven global warming, causing an increase in global surface temperatures by 1.1 ◦C com-
pared to the pre-industrial period (1850–1900) during 2011–2020. This rise in temperature is
a consequence of unsustainable practices in energy consumption, land use, and production
and consumption patterns, with contributions varying significantly among regions, nations,
and individuals. Consequently, the planet has experienced rapid and extensive transforma-
tions in its atmosphere, oceans, cryosphere, and biosphere. Anthropogenic climate change
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has already intensified weather and climate extremes worldwide, resulting in widespread
negative impacts, including significant damage to ecosystems and human livelihoods [1].

Specifically, climate change has been causing significant changes in the sea level due
to the melting of land ice, intensifying coastal erosion, and putting entire ecosystems at
risk [2]. Global mean sea level is rising at an accelerated rate, with the average rate of
1.2 ± 0.2 mm per year during 1901–1990 and 3.4 ± 0.4 mm per year during 1993–2022 [3].
According to Shadrick et al. [4], sea levels are forecast to rise 1 m by 2100 unless significant
reductions in greenhouse gas emissions are made. These projections emphasize the need
for global efforts to address climate change impacts and coastal protection.

Furthermore, it is well known that the increase in global energy demand highlights
the priority of expanding the search for clean energy resources. Wave energy, because of its
high energy potential and low environmental impact, has gained recognition as a promising
renewable source. According to the International Renewable Energy Agency (IRENA),
wave energy represents a key area within the broader shift toward renewable sources,
which is expected to play a significant role in meeting global energy needs in the coming
decades [5]. This aligns with findings from the McKinsey Global Energy Perspective, which
anticipates substantial investments in renewable energy technologies [6].

In this context, the submerged plate (SP) device is a fixed and typically horizontal
structure placed underwater and anchored to the seafloor by rigid supports. Its primary
purpose is to attenuate wave energy, thereby protecting coastal zones or structures such
as offshore platforms. As waves pass over this structure, they induce a back-and-forth
horizontal flow beneath the plate, which can be harnessed through a hydraulic turbine,
enabling the conversion of wave energy into electricity [7]. This dual functionality—offering
both coastal protection and renewable energy generation—positions the SP as an innovative
solution within the sustainable energy landscape, aligning with global trends to utilize
marine resources for energy needs [4].

Experiments conducted by Dick and Brebner [8] with submerged solid blocks revealed
a flow circulation pattern around these blocks, which led to the development of studies on
SP devices. Initially, it served solely as a breakwater (BW), focusing on coastal protection [7].
After that, Graw [9] identified that this device could also operate as a wave energy converter
(WEC) by installing a hydraulic turbine beneath the plate.

Yang et al. [10] performed experimental investigations on the forces induced by
monochromatic and solitary waves on a submerged horizontal plate (SHP) using a labora-
tory wave channel. Their study detailed how wave forces varied under different channel
bed conditions (flat or sloped) and how these variations could affect the stability and effi-
ciency of the device. It was concluded that for regular waves, wave forces on SHPs increase
with relative wavelength until stabilizing, with nonlinear effects like wave deformation
being dominant; and for solitary waves, forces grow with wave height, and submergence
depth primarily affects vertical forces and overturning moments, while slopes reduce
certain force components.

Cummins et al. [11] explored the interaction of regular waves with surface-piercing
inclined plates. This study highlighted the resonance phenomena, which induce large
hydrodynamic forces on the plate. Through both the boundary element method and
computational fluid dynamics (CFD), it was observed that the inclination of the plate
significantly affects the excitation forces on the structure. Among other findings, it was
indicated that: (i) wave forces are mainly dictated by the wave height in the channel, except
during resonances where forces approach zero; (ii) for small angles, resonance dominates
the wave height in the channel, while for larger angles, resonance has a lesser impact; and
(iii) maximizing energy capture requires caution when using linear potential flow theory
for power predictions.
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Zheng et al. [12] experimentally investigated the effectiveness of perforated SHPs in
dissipating wave energy. This study focused on how different submersion depths and
perforation ratios (the percentage of holes in the plate) influenced both wave dissipation
and the flow velocity field beneath the plates. Its main conclusions were that SHPs attenu-
ate wave periods, with greater attenuation at smaller submergence depths and optimized
by selecting suitable opening rates. Increased submergence depth raises the transmission
coefficient while reducing reflection and energy dissipation, weakening wave elimina-
tion. Perforations increase flow velocity but have minimal impact on maximum or root
mean square velocities. Wave height and plate length influence flow velocity more than
submergence depth.

In Seibt et al. [13], the constructal design was applied to a full-scale numerical model
of a SHP used as a WEC. The study aimed to optimize the device’s geometry to improve its
efficiency in generating electricity by evaluating its operational principle. From the obtained
results, it was identified that geometric variations significantly influence alternating flow
beneath the SHP. The highest axial velocity was observed for a specific geometry, showing
a significant increase compared to the lowest result. Similarly, mass flow rate varied
substantially, with the highest value being nineteen times greater than the lowest. The SHP
efficiency peaked with the optimized geometry, delivering at least a 35% improvement
over the least efficient geometric configuration.

Recently, Thum et al. [14] conducted a numerical analysis of the performance of a
SHP as BW and WEC under representative regular and realistic irregular waves from the
sea state at the coast of Rio Grande, in the state of Rio Grande do Sul, in southern Brazil.
The WaveMIMO methodology [15] was used to numerically generate and propagate both
the regular and irregular waves. Taking into account that Lp is a reference length of SHP,
it is possible to highlight as the main findings: (i) the efficiency of the SHP as a BW and
WEC varied depending on the wave approach; (ii) the SHP demonstrates its highest BW
efficiency in reducing wave height at 2.5Lp for regular waves and 3Lp for irregular waves;
and (iii) as a WEC, the SHP achieves its highest axial velocity at 3Lp for regular waves and
2Lp for irregular waves.

Additionally, it is worth noting that some studies have focused exclusively on the SP
as a BW [16–22], others have examined the SP as a WEC [23–26], while only a few have
investigated the SP operating as both BW and WEC simultaneously [27,28].

One can observe from the previous studies quoted above that the vast majority deals
with SHPs, i.e., they do not consider any inclination on the SP’s geometry. Moreover,
these investigations are addressed with the SHP as BW or WEC, which do not allow the
efficiency evaluation of the device for coastal protection and generation of clean electricity
in a concomitant way. Therefore, there is a lack of studies investigating the influence of the
SP inclination on its efficiency as a hybrid device serving as both BW and WEC.

In light of this, despite advances in research on SPs as BW and/or WEC earlier
mentioned, studies evaluating the effect of inclined geometric configurations remain scarce.
Thereby, this study aims to carry out a numerical analysis on how the inclination of the SP
affects its efficiency both as a BW and as a WEC subjected to regular waves in a full-scale
numerical wave channel. Through computational simulations and using a SHP as reference
(from Seibt et al. [13]), ten other SP geometric configurations are examined to evaluate
their impact on its ability to attenuate incident waves as well as harness the energy of
these waves. To compare the hydrodynamic performances, for each SP, the elevation of the
water-free surface upstream and downstream of the SP and the axial velocity of the water
flow below the SP are monitored throughout the numerical simulations.
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2. Materials and Methods
A total of eleven cases for the SP were considered, as shown in Figure 1 and defined

as: Case 1—SHP (from Seibt et al. [13]); Case 2—SP inclined 15◦ counterclockwise from
the center; Case 3—SP inclined 15◦ clockwise from the center; Case 4—SP inclined 30◦

counterclockwise from the far right; Case 5—SP inclined 30◦ clockwise from the far left;
Case 6—SP inclined 15◦ counterclockwise from the center, only on the left half; Case 7—
SP inclined 15◦ clockwise from the center, only on the left half; Case 8—SP inclined 15◦

counterclockwise from the center, only on the right half; Case 9—SP inclined 15◦ clockwise
from the center, only on the right half; Case 10—SP inclined 15◦ counterclockwise from
the center on the left half and inclined 15◦ clockwise from the center on the right half;
and Case 11—SP inclined 15◦ clockwise from the center on the left half and inclined 15◦

counterclockwise from the center on the right half.
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Figure 1. Geometric configurations for: (a) Case 1; (b) Case 2; (c) Case 3; (d) Case 4; (e) Case 5;
(f) Case 6; (g) Case 7; (h) Case 8; (i) Case 9; (j) Case 10; and (k) Case 11.

It is important to note that, since this is a numerical analysis of the operational principle
of the SP, the presence of the turbine below the plate, responsible for converting wave energy
into electrical energy, will not be considered for this study. Additionally, to standardize the
results and maintain the same material costs, the area and thickness of the SP were kept
constant across all cases presented in Figure 1.

2.1. Mathematical and Numerical Modeling

This study uses the second-order Stokes wave theory to describe the regular wave be-
havior, which assumes that the wave height is relatively small compared to its wavelength.
This theory accounts for non-linear effects, leading to asymmetries where the wave crest is
higher and steeper than the trough. The wave’s velocity components in a 2D approach are
defined as [29]:

u =
H
2

gk
cosh(kh + kz)

ω cosh(kh)
cos(kx − ωt) +

3
4

(
H
2

)2
ωk

cosh 2k(h + z)
sinh4(kh)

cos 2(kx − ωt) (1)
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w =
H
2

gk
sinh(kh + kz)

ω cosh(kh)
sin(kx − ωt) +

3
4

(
H
2

)2
ωk

sinh2k(h + z)
sinh4(kh)

sin 2(kx − ωt) (2)

where u and w are, respectively, the horizontal and vertical components of wave velocity
(m/s), g is the gravitational acceleration (m/s2), h is the water depth (m), x is the horizontal
position in the domain (m), t is the time (s), z is the depth of a particle in the fluid (m),
measured from the surface, H is the wave height (m), and k and ω are the wave number
(m−1) and the wave angular frequency (s−1), respectively, given by:

k =
2π

λ
(3)

ω =
2π

T
(4)

being λ the wavelength (m) and T the wave period (s).
Numerical simulations were conducted using the Fluent CFD software package, ver-

sion 2024 R2. This software is based on the finite volume method (FVM), which enables
numerical simulations of fluid flow and heat transfer in complex geometries [30–32].

To handle the water–air flow, the volume of fluid (VOF) multiphase model was
adopted to manage the interface between both fluids. In this approach, each phase (water
and air) is represented within a computational cell as a volumetric fraction (α), with the
sum of the phases in each cell equaling one [14].

Given that, the flow in this numerical study is laminar, incompressible, two-
dimensional, and isothermal. Hence, the equations for the conservation of mass, mo-
mentum, and volume fraction are, respectively, defined as [33]:

∂ρ

∂t
+∇·

(
ρ
→
v
)
= 0 (5)

∂
(

ρ
→
v
)

∂t
+∇·

(
ρ
→
v
→
v
)
= −∇p +∇·

(
µ
=
τ
)
+ ρg (6)

∂(ρα)

∂t
+∇·

(
ρα

→
v
)
= 0 (7)

where ρ is the density (kg/m3),
→
v is the velocity vector (m/s), p is the pressure (N/m2), µ

is the absolute viscosity coefficient (kg/m·s), and
=
τ is the strain rate tensor (N/m2).

The continuity and momentum equations are solved for the mixture; hence, ρ and µ

properties can be represented for the mixture as follows [34]:

ρ = αwaterρwater + αairρair (8)

µ = αwaterµwater + αairµair (9)

To ensure effective control of the numerical simulations, specific numerical parameters
were selected based on previous studies. For the momentum equation, the first-order
upwind discretization method was applied; the pressure staggering option (PRESTO)
scheme was utilized for pressure discretization; the geo-reconstruct scheme was employed
to handle the volumetric fraction calculations; and the pressure-implicit splitting of opera-
tors (PISO) algorithm managed the pressure–velocity coupling. One can emphasize that
this computational model has been successfully used in previous studies, such as Gomes
et al. [35], Machado et al. [15], Mocellin et al. [36], Seibt et al. [13], Goulart et al. [37], and
Thum et al. [14].

In turn, the computational domain used in this work is based on the SHP by Seibt
et al. [13], which defined the optimized geometry (where the ratio between the wave
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channel length (Lc) and the wavelength (λ) is greater than 1) when considering the device
acting as a WEC. Table 1 presents the wave channel dimensions, where Hc is the wave
channel height, and hp, ep, Lp, and Ap represent, respectively, the height, thickness, length,
and area of the SHP (Case 1, see Figure 1a).

Table 1. Dimensions of the numerical wave channel and the horizontal SHP [13].

Lc (m) Hc (m) hp (m) ep (m) Lp (m) Ap (m2)

423.40500 16.00000 8.64000 0.32000 4.65300 1.48896

As previously described, the present study evaluates not only the SHP (Case 1) but
also ten other cases of the SP with different inclinations (see Figure 1b–k). For all cases,
the dimensions of the wave channel and the area and thickness of the SP, as presented in
Table 1, were kept constant. The regular waves generated and propagated in the channel
have their characteristics presented in Table 2 and are the same as those used in the study
by Seibt et al. [13].

Table 2. Characteristics of the regular waves [13].

T (s) λ (m) H (m) h (m)

8.000 69.792 0.960 9.600

The information presented in Tables 1 and 2 can be visualized in Figure 2.
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2.2. Spatial Discretization of the Computational Domain

The computational domain consists of a two-dimensional numerical wave channel
with the SP inserted. For spatial discretization, the stretched and bias mesh methodologies
were employed. Figure 3 shows a schematic representation of the different regions of the
channel, not to scale, along with the mesh methodology used in each of them.

The stretched mesh, as applied in Gomes et al. [35], was used in the upstream and
downstream regions (see Figure 3), where a standard number of vertical divisions is applied
in the inlet velocity regions. These include the area containing only water (h − H), the
region of free surface variation (the interface of water and air phases, from H − h to h + H),
and the region above the free surface (containing only air, at h + H). The values for these
divisions are 60, 40, and 20, respectively. For horizontal discretization, 50 divisions per
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wavelength are used. Consequently, quadrilateral computational cells with regular spacing
were generated in these regions.
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In the SP region (see Figure 3), defined by two vertical green lines located 1.5Lp from
the left and right ends of the SP, an irregular mesh with triangular finite volumes was
chosen due to the geometric complexity caused by the different inclined geometries for
the SP (Cases 2–11, see Figure 1b–k). It is well known that irregular meshes with triangles
generally provide less precise results than regular quadrilateral meshes; however, they offer
better adaptability to more complex geometric configurations [38], justifying their choice.

The intermediate bias mesh was applied alongside the stretched mesh to smooth the
transition to the SP region; this methodology was used between the vertical blue and green
lines (stretched + bias in Figure 3). This additional mesh aims to reduce the occurrence of
the global Courant error, or floating-point error, often caused by large time steps or abrupt
differences in mesh refinement [39–41].

Additionally, the region around the SP (see Figure 3) was divided into subareas with
the same cell refinement to facilitate discretization and ensure uniformity in the computa-
tional cells. This methodology establishes a standard for mesh generation, ensuring that
the defined refinement covers the entire extent of the region in which the SP is inserted.

It is worth noting that the stretched mesh for generating regular waves is already a well-
established methodology. Thus, the recommendations of Gomes et al. [35] were followed.
Since the intermediate bias mesh also follows the vertical divisions of the stretched mesh, it
has already been defined as well.

Therefore, the need for mesh convergence studies is evident to determine an irregular
triangular mesh suitable for the SP region, bounded by the vertical green lines (see Figure 3),
as well as a suitable time step for the global Courant number.

2.3. Boundary Conditions

Figure 4 shows the boundary conditions considered in the numerical wave channel
and applied to all the studied cases, where the velocity inlet (red segment) is considered at
the left end of the wave channel from the bottom to the free surface, and it represents the
second-order Stokes wave generator by means of the imposition of Equations (1) and (2).
The wall at the right end of the channel and the surroundings of the SP were defined as
rigid walls (black segments). The left superior edge and upper edge of the channel were
defined as the pressure outlet (blue segment).
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Figure 4. Schematic illustration of the boundary conditions.

2.4. Mesh and Time Step Convergence Tests

After defining the computational domain geometry, two mesh and two time step
convergence studies were conducted to determine the ideal spatial discretization for the
SP region (see Figure 3), as well as the ideal time step size for the numerical simulations,
aiming to reduce computational costs while maintaining the results accuracy. These studies
were based on the computational domain characteristics of Cases 2 and 11 (see Figure 1b–k),
which were selected because of their high mesh distortion, ensuring that a sufficiently
refined mesh and time step in these cases would provide a reliable standard for the others.
Four mesh and five time step configurations were evaluated in these tests, adjusting
only the cell size in the SP region, with a time step of 0.01 s for the mesh convergence
test, as suggested by Seibt et al. [13]. A quantitative analysis by the relative difference
was performed on the maximum absolute axial velocity (umax) below the SP at hp/2 for
both tests.

2.5. Verification of the Computational Model

The SHP (Case 1, see Figure 1a) was used for the verification of the computational
model. For this purpose, the mesh and time step defined in the previous convergence tests
were adopted.

The parameters monitored for the verification of the computational model were the
water-free surface elevation (η) upstream of the SHP (at x = 69.792 m, probe 1), the water-
free surface elevation downstream of the SP (at x = 248.925 m, probe 2), and the axial
velocity (u) under the SHP (at x = 141.9105 m and z = 4.320 m, probe 3). The time step
of 0.01 s was used, with a total of 6000 steps, resulting in 60 s of simulation, while the
processing time was approximately 4 h.

Further on the comparison will be made qualitatively confronting graphically the
results for Case 1 of this article with those from Seibt et al. [13]. Additionally, the quantita-
tive comparison will be carried out, through the statistical indicators mean absolute error
(MAE) and root mean square error (RMSE), defined by Botchkarev [42]:

MAE =

n
∑

j=1

∣∣PSj − Rj
∣∣

n
∑

j=1

∣∣Rj
∣∣ (10)

RMSE =

√√√√ 1
n

n

∑
j=1

(
PSj − Rj

)2 (11)

where PS is the value obtained in the present study (here, for Case 1), R is the reference
values from Seibt et al. [13], and n is the number of monitored data.
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It should be emphasized that the computational model used in Seibt et al. [13] was
validated with experimental results by Orer and Ozdamar [23]. Therefore, one can affirm
that the verification carried out when comparing the results for the SHP of the present
study with those of Seibt et al. [13] indirectly validated the computational model employed
in the present study. For this reason and for the sake of brevity, only the verification of the
computational model is presented here.

2.6. Analysis of Cases 1–11 Results

As in the numerical model verification (which is Case 1 of Figure 1), the results for
the other ten cases were monitored by numerical probes located at the same position
early described.

In this way, for the quantitative analysis of the results obtained for the ten cases with
inclined geometric configuration of the SP confronting the SHP, the integral of the absolute
value (or integral of the magnitude) of the free surface elevation downstream and axial
velocity under the device was calculated for each case using the trapezoidal rule [43].

I =
b∫

a

f (ϕ)dϕ ≈ ∆t
2

[
f (ϕ0) + 2

n−1

∑
j=1

f
(
ϕj
)
+ f (ϕn)

]
(12)

where I is the value of the integral (m or m/s, respectively for η or u), ∆t is the time step
(s) that is the width of the subintervals, f (φ0) is the function value at the lower limit of the
integral (t = 0 s), f (φj) are the function values at intermediate points (0 s < t < 60 s), and
f (φn) is the function value at the upper limit of the integral (t = 60 s).

For the comparison of the efficiency as a BW device of the studied cases, the relation
Iη1/Iηi, was used, with Iη1 the Case 1 value and Iηi the other case values (for 2 ≤ i ≤ 11). In
turn, for the comparison of the efficiency as a WEC device of all cases, the relation Iui/Iu1

was used, in which Iui is the integral value for Cases 2 to 11 (with 2 ≤ i ≤ 1) and Iu1 is
the integral value of Case 1. Both as BW and WEC, these dimensionless values directly
relate the inclined SP case (Cases 2 to 11) to Case 1 (reference). Therefore, values greater
than 1 indicate that the inclined SP is more efficient than the SHP reference case, while
values less than 1 indicate less efficiency than the SHP reference case. In addition, it is also
possible to compare Cases 2 to 11 among each other, the best and worst being those that
present the largest and smallest values, respectively.

3. Results and Discussion
3.1. Mesh Convergence Tests Results

The results for both Cases 2 and 11 (see Figure 1b–k) are presented in Tables 3 and 4,
respectively. Given the relative difference of less than 1% between meshes 2–3 and 3–4
for both Cases 2 and 11, the mesh refinement of the SP region was defined as 0.048 m per
computational cell (mesh 3).

Table 3. Mesh convergence test results for Case 2.

Mesh Cell Size (m) Total of
Volumes umax (m/s) RD 1 (%)

1 0.096 106,344 0.3645573764 -
2 0.072 132,066 0.3905862361 7.14
3 0.048 200,760 0.3912944922 0.18
4 0.036 282,741 0.3881137052 0.81

1 RD is the relative difference between two successive results.
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Table 4. Mesh convergence test results for Case 11.

Mesh Cell Size (m) Total of
Volumes umax (m/s) RD (%)

1 0.096 107,782 0.4419873228 -
2 0.072 130,282 0.4411496838 0.19
3 0.048 200,899 0.4402195439 0.21
4 0.036 287,742 0.4390162779 0.27

For improved visualization, Figure 5 plots the results from Tables 3 and 4, showing the
relationship between the total number of volumes used and the maximum axial velocity, as
well as the selected spatial discretization (mesh 3, highlighted in red).
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Figure 5. Mesh convergence tests results.

In order to graphically illustrate the spatial discretization of each numerically simu-
lated computational domain, Figure 6 presents the generated mesh for the eleven cases
(see Figure 1). To save space, the upstream and downstream regions of the SP region are
included only for Case 1, as these regions are identical for all studied cases.

3.2. Time Step Convergence Tests Results

With the mesh refinement defined, a time-step (∆t) convergence study was conducted
to determine a temporal discretization refined enough to accurately simulate the SP fluid
dynamic behavior of all studied cases (see Figure 1). Using again Cases 2 and 11 (see
Figure 1b–k), four other different time steps were tested, and the obtained results for
absolute maximum axial velocity (umax) below the SP, at hp/2, are shown, respectively, in
Tables 5 and 6. In addition, Figure 7 illustrates the results from Tables 4 and 5.

Based on the analysis of Tables 5 and 6, as well as Figure 7, time step 3, with a value of
0.01 s, was adopted. This time step resulted in the lowest relative percentage error (marked
in red in Figure 7), which is the time discretization already used in Seibt et al. [13] and also
in the mesh convergence mesh.

3.3. Results of Computational Model’s Verification

Through both qualitative (see Figure 8) and quantitative comparisons (see Table 7) with
Seibt et al. [13], it can be considered that the computational model used in this numerical
study has been properly verified. This definition is because the generated curves follow
the same trend, and the obtained values of RAE and RMSE were low, indicating minimal
variation compared to the values from Seibt et al. [13].
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Table 5. Time step convergence test results for Case 2.

Time Step ∆t (s) umax (m/s) RD (%)

1 0.015 0.3932215788 -
2 0.0125 0.3921002712 0.29
3 0.01 0.3912944922 0.21
4 0.0075 0.3872977631 1.03
5 0.005 0.3833129425 1.03
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Table 6. Time step convergence test results for Case 11.

Time Step ∆t (s) umax (m/s) RD (%)

1 0.015 0.4403616163 -
2 0.0125 0.4401045496 0.03
3 0.01 0.4402195439 0.03
4 0.0075 0.4400961304 0.01
5 0.005 0.4357455054 0.99
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Table 7. RAE and RMSE values for the verification of Seibt et al. [13], during all simulation time.

Probe Interval Time RAE RMSE

1 From 0 s to 60 s 0.0361 m 0.0519 m
2 From 0 s to 60 s 0.0294 m 0.0393 m
3 From 0 s to 60 s 0.0319 m/s 0.0445 m/s
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However, one can observe in Figure 7 that the higher differences occur during the
wave stabilization interval. Thereby, Table 8 presents the results comparison after the wave
stabilization, achieving still lower values of RAE and RMSE.

Table 8. RAE and RMSE values for the verification of Seibt et al. [13], after the wave stabilization time.

Probe Interval Time RAE RMSE

1 From 15 s to 60 s 0.0283 m 0.0368 m
2 From 40 s to 60 s 0.0266 m 0.0323 m
3 From 30 s to 60 s 0.0243 m/s 0.0277 m/s

3.4. Results and Discussion of Cases 1–11

Figures 9–11 show the results of Cases 2 to 11, proposed with some inclination for the
SP (see Figure 1b–k), plotted together with Case 1 (see Figure 1a), which is the baseline
result for comparison in this study. To improve the results visualization, the cases were
grouped according to their methodology of variation in the geometric configuration earlier
mentioned, always together with the SHP reference case.
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Figure 10. Results of the free surface elevation downstream of the SP of Cases: (a) 1, 2, 3; (b) 1, 4, 5;
(c) 1, 6, 7; (d) 1, 8, 9; and (e) 1, 10, 11.

One can observe in Figure 9 that, in general and as expected, there is no significant
difference among the water-free surface elevations upstream for the studied SPs. The
small variations that occurred are due to the reflection caused by the different geometric
configurations of each SP. This aspect indicates that the generation and propagation of the
regular waves are being carried out properly.

From Figure 10, it is possible to qualitatively perceive behaviors that are more relevant.
For instance, Case 3 (Figure 10a), Case 10 (Figure 10e), and Case 8 (Figure 10d) have a
transient variation of the water-free surface elevation, lower, higher, and similar to those in
Case 1. Remembering that for its use as BW, a reduction in η is desired.

Figure 11 indicates behaviors even more different among the studied cases, being for
SP as WEC necessary an augmentation in axial velocity. Case 11 (Figure 11e) presented a
very similar variation than Case 1 for the axial velocity. Case 2 was the one that had the
inferior performance, i.e., the highest reduction in magnitude of axial velocity under de SP.
Cases 3 (Figure 11a) and 10 (Figure 11e) presented an axial velocity augmentation; however,
Case 10 was the only one with a discrepant behavior among all cases. This aspect will be
further discussed later.
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Despite the important insights from the qualitative evaluation allowed by Figures 9–11,
a quantitative analysis is essential for a more precise understanding of the influence of SP
geometric configurations on its efficiency. Table 9 therefore presents the integral values Iη

and Iu for the curves in Figures 10 and 11, respectively, along with the ratios between these
integral values for Cases 2 to 11 relative to the corresponding value for Case 1.
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Figure 11. Results of the axial velocity below the SP of Cases: (a) 1, 2, 3; (b) 1, 4, 5; (c) 1, 6, 7; (d) 1, 8, 9;
and (e) 1, 10, 11.

Table 9 indicates that the results of the free surface elevation downstream of the
SP showed that the inclined SP cases were mostly less efficient than the reference case.
However, Cases 2, 3, 7, and 8 are exceptions, achieving values of Iη inferior to Case 1,
recommending its use as BW.

Regarding the axial velocity beneath the SP, one can identify in Table 9 that the results
of inclined geometries (Cases 2 to 11) were generally superior to Case 1, which is a desired
response for its application as WEC. The exceptions are Cases 2, 4, 6, and 8, which had
inferior results to Case 1.

Highlights include Cases 3 and 7, which outperformed Case 1 both as a BW and as a
WEC, with Case 3 being 11.95% more efficient as a BW and 16.59% more efficient as a WEC,
and Case 7 being 8.16% more efficient as a BW and 6.90% more efficient as a WEC.
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Based on the results of the integrals, it was possible to define the best and worst cases
of geometry variation based on efficiency as a BW and WEC compared to Case 1. As a BW,
the best case was Case 3, achieving 11.95% more efficiency than Case 1. As a WEC, the best
case was case 10, achieving 19.56% more efficiency than Case 1.

Table 9. Comparison of Iη i and Iui for the 10 inclination cases with the reference case.

Case Iη (m·s) Iu (m) Iη1/Iηi Iui/Iu1

1 6.311796 10.095206 1 1
2 6.090842 8.277451 1.036276 0.819939
3 5.638040 11.770028 1.119502 1.165903
4 6.671569 9.750175 0.946074 0.965822
5 6.687890 11.529278 0.943765 1.142055
6 6.471911 9.496422 0.975260 0.940686
7 5.835668 10.791737 1.081589 1.068996
8 6.240309 9.217152 1.011456 0.913023
9 6.517631 10.685185 0.968419 1.058441

10 6.736227 12.069784 0.936993 1.195596
11 6.541789 10.130637 0.964842 1.003510

Analyzing the SP based on its multifunctionality as both a BW and WEC, the best
case was Case 3. This is the recommended geometric configuration in this study. However,
an interesting behavior is observed with Case 10: it achieved superior performance as a
WEC while exhibiting the lowest performance as a BW. Thus, Case 10 can be considered for
situations where only the WEC functionality is needed.

In order to visualize how the geometric configuration of the SP influences the down-
stream wave attenuation as a BW and the alternating axial velocity as a WEC, Figure 12
depicts the best, worst, and reference cases for each device function.
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Figure 12. Comparison among the best, worst, and reference cases for the SP as a: (a) BW and
(b) WEC.

The results of Figure 12a evidence the difference among the best (Case 3), worst
(Case 4), and reference (Case 1) cases, since Case 3 achieved shorter water-free surface
elevations than Case 1 and Case 4. In the same way, it is easy to infer in Figure 12b that
Case 10 reached a superior magnitude for the axial velocity under the SP than the reference
(Case 1) and the worst (Case 2) geometries.

However, if the BW and WEC functions are taken into account in a concomitant way,
the results for the best (Case 3) and worst (Case 4) geometric configurations, together with
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the reference case (Case 1), are plotted in Figure 13, making it evident that Case 3 conducted
to the smaller elevation of the water-free surface after the SP (Figure 13a) and higher axial
velocity under the SP, thus reaching superior performance. It is worth highlighting that
the worst case was defined among the cases that obtained relative efficiencies lower than 1
for both SP functionalities, being the one that reached the lowest average value between
Iη1/Iηi and Iui/Iu1 (see Table 9).
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Alongside the integrals Iη and Iu of the probes 1, 2, and 3 results (see Table 9), the
ParaView post-processing visualization engine was used to plot the velocity field among
the wave channel for 40 s, 50 s, and 60 s (Figures 14, 15, and 16, respectively); with the red
color representing water and the blue color representing air. These time values were chosen
to have an idea of how the hydrodynamic behavior of the SP varies during the simulation.
The cases considered for this additional study were Case 1 (the reference), Case 3 (the case
with the best efficiency results), Case 4 (the case with the worst efficiency results), and Case
10 (the case with the unusual yet best axial velocity behavior).
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Cases 1, 3, 4, and 10 (see, respectively, Figures 14a, 14b, 14c, and 14d) showed an
expected and approximately similar behavior of axial velocity at 40 s, having a velocity
field profile without significant variation below the SP region. However, it is possible to
visualize one of the reasons for Case 4’s low BW efficiency: the SP has a limited effect on
dissipating the upcoming wave’s energy, as it remains farther from the waves along most
of its length, except at its rightmost edge. This increased distance results in less impact of
the SP in the incident regular waves.

At 50 s, one of the reasons for the superior performance of Case 3 regarding the
WEC becomes evident (see Figure 15b), because the 15◦ clockwise inclination of the SP
causes the incoming waves to deflect downward, resulting in a greater contribution of their
velocity components to the axial velocity measured at probe 3. In turn, Cases 1 and 4 (see
Figure 15a,c) showed approximately similar velocity fields, and Case 10 (see Figure 15d)
started showing a vortex formation below the SP, justifying its higher mean of velocity on
the negative axis, especially after 55 s (see Figure 12b).

Additionally, the velocity vectors of Cases 1, 3, and 4 (Figures 16a, 16b, and 16c,
respectively) had similar directions for their velocity vectors below the SP at 60 s. Case 10
continued to exhibit vortices in its velocity field beneath the SP, which explains the higher
axial velocity reached by this SP geometric configuration (see Figure 12b).
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Based on the efficiency results of Cases 3, 5, 7, and 9 (see Table 9), which were more
efficient as WECs compared to Case 1, and the discussion of Figure 16b, it can be stated that
all the studied clockwise inclination cases demonstrated superior performance as WECs. A
possible reason for this superiority is attributed to the downward deflection of the waves,
as previously mentioned.

Considering the efficiency results of Cases 2, 3, 7, and 8 (see Table 9), one can infer that
all cases with an increased height at one end of the SP demonstrated superior performance
as BWs compared to Case 1. This occurs because this geometric alteration reduces the
transmission of wave energy, as the raised end of the plate, being closer to the free surface,
prevents a part of the wave’s energy from transmitting over the SP, forcing their energy to
be dissipated or reflected (see Figures 14c–16c). This effectively reduces the wave amplitude
in the region downstream of the structure.

4. Conclusions
Based on the obtained results, it is possible to conclude that SP’s geometric configu-

ration plays a significant role in its hydrodynamic behavior. As observed in the study of
the ten cases with some inclination proposed in this work, the variation in the geometric
configuration of the SP directly affects its efficiency as both a BW and WEC.

Using Case 1, the SHP, as a reference, it was observed that the geometric configuration
can reduce performance by approximately 6.3% (Case 10) as BW and about 18% as WEC
(Case 2). However, it was also possible to achieve better performance by approximately
12% as BW and 16.6% as WEC when using Case 3.

These results show that, although some geometric configurations compromise the
efficiency of the SP as both a BW and WEC, there are others that result in significant
improvements, revealing the potential for optimization through geometric adjustments.
Furthermore, if the SP functionalities as a BW and WEC are considered separately, the
best performances are obtained by Cases 3 and 10, respectively. However, if both SP
functionalities are concomitantly taken into account, the best geometric configuration is
Case 3.

Despite the promising results, some limitations should be noted. The use of regular
waves and the absence of a numerical beach impose constraints on the study, as does the
non-consideration of a turbine beneath the SP and the analysis of only one set of wave
characteristics. Moreover, the fixed configuration of the SP did not account for material
variations that might influence the results. Future research could address these aspects to
provide a more comprehensive evaluation of the device’s efficiency.

Therefore, this numerical study opens the possibility for future investigations on this
topic, where more in-depth studies can be conducted regarding the hydrodynamic behavior
of the channel, or different scenarios can be considered, such as the incidence of irregular
waves, the inclusion of a numerical beach, the use of longer simulation times, or even
the analysis of additional cases of geometric variation of the SP, in order to have a more
comprehensive analysis of the effect of inclination on the device’s performance.
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Nomenclature

Ap area of the SP (m)
ep thickness of SP (m)
f (ϕ0) value of the function at the lower limit of the integral
f (ϕj) function values at intermediate points
f (ϕn) value of the function at the upper limit of the integral
g gravitational acceleration (m/s2)
H wave height (m)
h water depth (m)
Hc wave channel height (m)
hp height of SP (m)
I integral of absolute value (m·s or m)
Iη value of the water free surface elevation integral (m)
Iu value of the water flow axial velocity integral (m/s)
k wave number (m−1)
Lc wave channel length (m)
Lp length of SP (m)
p pressure (N/m2)
PS value obtained in the present study (m or m/s)
R reference value (m or m/s)
T wave period (s)
t time (s)
u horizontal component of wave velocity (m/s)
umax maximum axial velocity of the water flow under the SP (m/s)
→
v velocity vector (m/s)
x horizontal position in the domain (m)
z depth of a particle in the fluid (m)
w vertical component of wave velocity (m/s)
α volumetric fraction (-)
∆t time-step (s)
η water free surface elevation (m)
λ wavelength (m)
µ absolute viscosity coefficient (kg/m·s)
ρ fluid density (kg/m3)
=
τ strain rate tensor (N/m2)
ω wave angular frequency (s−1)
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