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ABSTRACT

Wave energy is a significant untapped renewable energy source which can be harnessed by wave energy converters (WECs). The oscillating water column (OWC) is one of the most promising WECs, due to its relative simplicity of operation and relatively small number of moving parts, all located above the water level. OWC power take-off systems also have lower levels of mechanical stress and more easily dissipate excess wave power, compared to other types of WECs, helping to increase the capacity factor. To improve the economic viability of OWC WECs, the performance of the associated energy-maximising control system is a major determining factor. However, energy maximisation alone does not necessarily imply that the economic return is maximised, since: (i) capital and operational costs of the OWC system should be considered and (ii) the additional goals of power quality and device integrity are also important. Indeed, to maximise return on investment, the optimisation pathway should ideally minimise the levelised cost of energy (LCoE). This critical review aims to: (i) provide a comprehensive analysis of the OWC control problem, (ii) offer an exhaustive review of available control strategies for OWCs, (iii) identify unexplored control and optimisation possibilities, and (iv) suggest future directions for OWC control. Ultimately, this review highlights that, to date, OWC control mainly focuses on turbine control, especially due to the importance of operating the turbine around its maximum efficiency point. However, comprehensive control strategies should maximise the overall, or wave-to-wire (W2W), efficiency of the device. To this end, control-oriented (complete and computationally simple) W2W OWC models should be considered in model-based control strategies. Finally, control co-design techniques should be adopted to guarantee optimal control-informed WEC design and to take into account cost-related aspects.

1. Introduction

A vast number of wave energy converters (WEC) types have been contrived to harness wave power, and one of the most promising is the oscillating water column (OWC). The OWC conception is typically attributed to Yoshio Masuda (1925–2009) [1], although an early OWC patent was filed in 1799 by Girard [2].

The essential OWC principle of operation is common to all OWC devices. The typical shape of an OWC device resembles an open-bottomed hollow structure, in which an air volume is confined inside a pneumatic chamber, Fig. 1. The displacement of a contained water column, excited by incident waves, alternatively compresses and decompresses the air volume. Since the pneumatic chamber is connected to the atmosphere, a bidirectional air flow is generated and used to drive an air turbine. The OWC power-take-off (PTO) system consists of an air turbine connected through a shaft to an electrical generator controlled by a back-to-back (B2B) converter, ultimately transferring the WEC kinetic energy into electricity to the power grid or battery banks [3]. Recently, small scale OWCs have also been employed to provide onboard power for sensors and data transmission, in remote sensing applications [3].

OWC devices fall into two main categories: fixed and floating. Fixed OWCs are usually single structures, Fig. 1 a). To reduce cost, another possibility is to incorporate multiple OWCs into breakwaters, as with the Mutriku wave power plant [4]. Other fixed OWC configurations include U-OWCs [5] and vented-OWCs (half-cycle energy extraction through a unidirectional turbine with a stop valve) [6]. A larger diversity of technical solutions exist for floating OWCs. Particularly the spar-buoy [7] and the Backward Bent Duct Buoy (BBDB) [8], Fig. 1 b) and c), have reached the prototype stage. A comprehensive review of OWC WEC types can be found in [9].
### Nomenclature

#### Romans

- **a**: generator control law constant [-]
- **A(ω)**: added mass [kg]
- **A∞**: limiting value at infinite frequency of the added mass [kg]
- **b**: generator control law exponent [-]
- **B(ω)**: radiation damping [N s/m]
- **c**: speed of sound at turbine inlet conditions [m/s]
- **C**: hydrostatic stiffness [kg/s²]
- **C₈**: discharge coefficient
- **d**: turbine rotor diameter [m]
- **F**: excitation force [N]
- **g**: acceleration of gravity [m/s²]
- **G**: radiation conductance [m³/(Pa s)]
- **h**: radiation flow rate kernel [m³/(Pa s²)]
- **I**: moment of inertia [kg m²]
- **k**: impulse turbine dimensionless coefficient [-]
- **kₘ**: Wells turbine dimensionless coefficient [-]
- **K**: radiation damping force kernel [N/m]
- **m**: instantaneous air mass in the chamber [kg]
- **mₚ**: piston mass [kg]
- **p**: absolute atmospheric pressure [Pa]
- **pₐ**: absolute air chamber pressure [Pa]
- **P**: electrical power [W]
- **Pₑₑₐ**: generator electromagnetic power [W]
- **Pₑₑₜ**: generator electromagnetic control torque [N m]
- **Pₑₑₚ**: pneumatic power [W]
- **Pₑₑₚₑ**: turbine aerodynamic power [W]
- **Pₑₑₑₑ**: excitation flow rate [m³/s]
- **Pₑₑₑₑₑ**: radiation flow rate [m³/s]
- **Qₑₑₑₑ**: turbine volumetric flow rate at inlet conditions [m³/s]
- **R**: radiation damping force [N]
- **S**: OWG waterplane area [m²]
- **t**: time [s]
- **Tₑₑₑₑₑ**: generator electromagnetic control torque [N m]
- **Tₑₑₑₑₑₑ**: maximum generator torque [N m]
- **Tₑₑₑₑₑₑₑ**: turbine torque [N m]
- **U**: transport velocity [m/s]
- **v**: velocity of the water column [m/s]
- **vₑₑₑₑₑ**: absolute air velocity upstream the turbine [m/s]
- **vₑₑₑₑₑₑ**: blade tip speed velocity [m/s]
- **V**: absolute velocity [m/s]
- **Vₑₑₑₑₑₑ**: volume of air inside the chamber in calm water [m³]
- **Vₑₑₑₑₑₑₑ**: instantaneous air chamber volume [m³]
- **wₑₑₑₑₑₑ**: bypass valve mass flow rate [kg/s]
- **wₑₑₑₑₑₑₑ**: turbine mass flow rate [kg/s]
- **W**: relative velocity [m/s]
- **Z**: OWG surface vertical position [m]
- **Zₑₑₑₑₑₑ**: PTO impedance [N s/m]
- **Zₑₑₑₑₑₑₑ**: turbine aerodynamic power [W]
- **Zₑₑₑₑₑₑₑ**: turbine efficiency [-]
- **Δ**: time interval [s]
- **ηₑₑₑₑₑₑ**: turbine efficiency [-]
- **κₑₑₑₑₑₑ**: Wells turbine dimensionless coefficient [-]
- **κₑₑₑₑₑₑₑ**: turbine damping [Pa s/kg]
- **κₑₑₑₑₑₑₑₑ**: turbine dimensionless power [-]
- **ρₑₑₑₑₑₑ**: air density in the chamber [kg/m³]
- **ρₑₑₑₑₑₑₑ**: air density in atmospheric conditions [kg/m³]
- **ρₑₑₑₑₑₑₑₑ**: air density at turbine inlet [kg/m³]
- **ρₑₑₑₑₑₑₑₑₑ**: water density [kg/m³]
- **σ**: sliding variable [rad/s]
- **Φₑₑₑₑₑₑ**: turbine dimensionless flow rate [-]
- **Ψₑₑₑₑₑₑ**: turbine dimensionless pressure head [-]
- **ωₑₑₑₑₑₑ**: wave frequency [rad/s]
- **Ωₑₑₑₑₑₑ**: turbine/generator set rotational speed [rad/s]

#### Greek symbols

- **β**: relative flow velocity angle [rad]
- **γ**: specific heat ratio of air, cₚ/cᵥ [-]
- **Δ**: time interval [s]
- **ηₑₑₑₑₑₑ**: turbine efficiency [-]
- **κₑₑₑₑₑₑ**: Wells turbine dimensionless coefficient [-]
- **κₑₑₑₑₑₑₑ**: turbine damping [Pa s/kg]
- **Πₑₑₑₑₑₑ**: turbine dimensionless power [-]
- **ρₑₑₑₑₑₑ**: air density in the chamber [kg/m³]
- **ρₑₑₑₑₑₑₑ**: air density in atmospheric conditions [kg/m³]
- **ρₑₑₑₑₑₑₑₑ**: air density at turbine inlet [kg/m³]
- **ρₑₑₑₑₑₑₑₑₑ**: water density [kg/m³]
- **σ**: sliding variable [rad/s]
- **Φₑₑₑₑₑₑ**: turbine dimensionless flow rate [-]
- **Ψₑₑₑₑₑₑ**: turbine dimensionless pressure head [-]
- **ωₑₑₑₑₑₑ**: wave frequency [rad/s]
- **Ωₑₑₑₑₑₑ**: turbine/generator set rotational speed [rad/s]

#### Superscripts

- **lim**: limited value
- **max**: maximum value
- **rated**: rated quantity

#### Subscripts

- **at**: atmospheric quantity
- **bep**: best efficiency point
- **c**: chamber
- **ctrl**: control
- **elec**: electrical quantity
- **gen**: generator quantity
- **in**: turbine inlet conditions
- **pneu**: pneumatic value
- **ref**: reference value
- **tip**: blade tip
- **turb**: turbine quantity

---

**Fig. 1.** Schematic representation of the three main types of OWCs: a) Fixed OWC equipped with a Wells turbine, b) Spar-buoy with a biradial turbine installed, and c) Backward Bent Duct Buoy (BBDB) with a Wells turbine fitted.
OWCs are traditionally equipped with self-rectifying air turbines that convert pneumatic to mechanical energy with bidirectional air flow. Conventional turbines can be used, providing the air flow is rectified through a set of valves. This solution is not a popular alternative to self-rectifying air turbines due to the significant aerodynamic losses associated with valves and the additional complexity of the system [10]. The installation of water turbines in OWCs is not a viable solution due to the low rotational speeds (about 150 times lower than air turbines) and the possible occurrence of cavitation, see A. A review and comparison of air turbines for wave energy applications can be found in [10,11]. Fig. 2.
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LCoE = \frac{\text{CapEx} + \text{OpEx}}{\text{Produced energy over lifetime}}

representing the final energy cost to the buyer, to enhance return on investment [12]. In opposition to the case of energy from fossil fuels, we note that wave energy is free, but the cost of converting it into a useful form is not. Different authors have examined the factors which affect the LCoE and possible pathways to reduce cost in wave energy conversion [13,14]. Minimisation of the LCoE is an unstructured and device-specific optimisation problem. A broader control co-design approach may help to incorporate some critical aspects, such as impact of the control action on operational costs (OpEx) [15], into the control strategy, while the parasitic energy cost of control actions can also be considered [16]. Generally, there is a reasonably direct relationship between CapEx and device design parameters [17]. In wave energy projects, examples of co-design problems are the selection of a suitable electric generator [18], the optimisation of the mooring line in floating power plants [19], and the selection of the type of control valves [20].

Since LCoE minimisation is, as a performance objective, very complicated, especially due to estimation difficulty of operational costs. Most wave energy studies focus on a simpler control objective, namely maximising energy production. To this end, control strategies should focus on maximising the performance of the entire OWC energy conversion chain, Fig. 3, considering the complete wave-to-wire (W2W) system model [21].

Another issue concerns the time required to complete the control action. In OWC devices, the control actions are the control of the generator electromagnetic torque, the actuation of control valves (if installed), and the pitching angle of the rotor/stator turbine blades (for certain turbine types). The actuation of blade pitching mechanisms and control valves cannot be assumed instantaneous and, consequently, their finite response time may negatively impact, or completely invalidate, the effect of the control strategy. In some cases, the control action can be anticipated (through prediction) to offset control actuation delays [22].

Although this review mainly focuses on device-side control, it should be noted that B2B power converters, which connect the generator to the power grid, provide a natural way to decouple grid-side control and device-side control at the DC-link level [23]. As such, the device-side control problem, i.e., produced power maximisation, can be considered in isolation.

Since OWC turbine efficiency characteristics generally have a pronounced maximum, the majority of reported OWC control strategies typically aim to maximise turbine efficiency (rather than converted electrical energy) while keeping the device, and its components, within a safe operational range. To this end, the turbine characteristic (a function of instantaneous chamber pressure) is interrogated to determine the optimum turbine rotational speed, which is then followed by a velocity following control loop. However, this popular control strategy, although focusing on a key system characteristic, neglects the characteristics of the generator and the hydrodynamic performance of the OWC, which may not share an optimal operating condition with the turbine. In particular, hydrodynamic damping is a strong feature in many WEC control studies [24], though is more difficult to control in OWCs. The objectives of the control action can be split into two distinct, yet interconnected, parts: a primary objective, or performance optimisation (which is the focus of this review), and complementary objectives, related to power quality and safety-related constraints (often termed supervisory control).

Although one can find reviews [25], comparative studies [26,27] and books [24] on control strategies for generic wave energy applications, there is a relative lack of specific material on OWC control. This work aims to provide a comprehensive analysis of the control problem for OWC devices, a review of control strategies for OWCs, suggesting future directions for OWC control.

The remainder of the paper is organised as follows. In Section 2, advantages and disadvantages of OWCs are discussed. Section 3 provides an insight into possible modelling approaches for OWCs, relating to model-based control design. Section 4 presents the PTO components and how their operation affects control. The main review analysis on OWC control strategies is presented in Section 5, with a summary in Section 6. Section 7 is dedicated to possible future directions in OWC control, while conclusions are drawn in Section 8.

2. Advantages and disadvantages of OWCs

OWC devices present several advantages over other WECs, particularly the minimal number of moving parts in a typical OWC PTO system: an air turbine and a standard generator, in the simplest configurations. Furthermore, these components are located above the water surface, therefore improving device reliability and simplifying maintenance.

The OWC is probably the WEC with the highest PTO rotational speeds, imposing the lowest torques and stresses compared to other devices with the same power. The relatively high rotational speed also allows the generator to operate at high efficiency, removing the need for a gearbox. In terms of indicative numbers, the order of magnitude of the OWC free surface velocity is about $\mathcal{O}|v| \sim 10^3 \text{m/s}$. Due to the ratio of areas between the turbine duct and OWC free surface area, the absolute air velocity upstream of the turbine rotor, $v_{\text{air}}$, is about $\mathcal{O}|v_{\text{air}}| \sim 10 \text{m/s}$. As such, the typical order of magnitude of the turbine rotational speed is about $\mathcal{O} \omega \sim 10^2 \text{rad/s}$, allowing an off-the-shelf electrical generator to be connected to the turbine shaft, without a gearbox.

In addition to lower stresses on the PTO system, the spring-like effect...
of air compressibility in the pneumatic chamber reduces structural stresses and fatigue problems. Therefore, air compressibility improves system reliability and reduces operational costs. However, air compressibility also changes the phase response of the OWC and may significantly impact the control design, especially in phase matching control strategies.

Another advantage of OWCs is the possibility to implement peak-shaving control \cite{28} using a valve installed in series with the turbine (Section 5.4) which broadens the range of sea states over which power production can be maintained. A less effective alternative to peak-shaving control is the use of a bypass valve installed in parallel with the turbine \cite{29,30} limiting the available pneumatic power. Limiting the impact of hydrodynamic power is a problem for many WEC types, often requiring the device to prematurely go into safe survival mode suspending power production.

Arguably, the biggest drawback of OWCs is the relatively high structural cost (which increases the LCoE). In addition, reactive control strategies, where power is injected into the system, are difficult to implement, since self-rectifying air turbines do not work efficiently as compressors \cite{31}.

3. Modelling OWC WECs

Fig. 3 shows the schematic of the power flow of an OWC, the green rectangles representing control inputs that may be used in a control strategy. Fig. 3 also shows the typical components of an OWC WEC and the physical variables involved at each step of the energy conversion chain. In this paper, for the sake of simplicity and clarity, we focus on fixed OWCs only.

3.1. Air chamber model

3.1.1. Time-domain air chamber model

Considering a fixed OWC, Fig. 1, a mass balance in the air chamber results in:

\[
\frac{d(\rho_c V_c)}{dt} = -W_{\text{turb}} - W_{\text{bypass}},
\]

where \(\rho_c\) is the air density in the chamber, \(V_c = V_0 - S\dot{z}\) is the instantaneous air chamber volume, \(V_0\) is the chamber volume in still water conditions, \(S\) is the waterplane area of the water column, \(\dot{z}\) is the OWC free surface vertical position (positive upward), \(W_{\text{turb}}\) and \(W_{\text{bypass}}\) are the turbine and bypass valve mass flow rates (both at inlet conditions and positive for outflow), respectively. Computation of the turbine mass flow rate is addressed in Section 3.4.1. The bypass valve mass flow rate is a function of the chamber pressure \(p_c\), and the relative valve opening \(0 \leq \delta_{\text{bypass}} \leq 1\), such that

\[
W_{\text{bypass}}(p_c, \delta_{\text{bypass}}) = \text{sign}(\delta_{\text{bypass}})C_d(\delta_{\text{bypass}})A_v\sqrt{2\rho_c|\dot{p}_c|}.
\]

where \(C_d(\delta_{\text{bypass}})\) is the discharge coefficient, expressed as a function of \(\delta_{\text{bypass}}\), where \(A_v\) is the valve area and ‘sign’ denotes the signum function. The stagnation air density, at the valve inlet, is given by:

\[
\rho_{in} = \max(\rho_c, \rho_a),
\]

where \(\rho_c\) and \(\rho_a\) are, respectively, the atmospheric air density and the instantaneous air chamber density, computed from the isentropic relation \(\rho_c = \rho_a(\rho_c/\rho_a)^{\gamma/\kappa}\). The bypass valve volumetric flow rate is computed as \(Q_{\text{bypass}} = W_{\text{bypass}}/\rho_a\). Assuming that the air behaves as an ideal gas, and the compression/expansion process within the chamber can be modelled as an isentropic process, Eq. (2) can be written \cite{32} as:

\[
\frac{\dot{\rho}_c}{\dot{\rho}_a} = -\frac{\rho_c}{\rho_a}\frac{V_c}{\dot{V}_c} + \frac{W_{\text{turb}} + W_{\text{bypass}}}{m_e}
\]

where \(\rho_a\) is atmospheric pressure, \(\gamma = 1.4\) is the specific heat ratio, and \(m_e = \rho_a V_e\) is the instantaneous air mass inside the chamber.

3.1.2. Frequency-domain air chamber model

Eq. (5) is valid in the time domain. To apply a frequency domain formulation, Eq. (5) needs to be linearised, considering the following approximations: (i) the pressure fluctuation \(\rho_e\) inside the air chamber is negligible, compared to atmospheric pressure, i.e. \(\rho_c + \rho_e \approx \rho_c\); (ii) the chamber air density is approximately equal to atmospheric air density \(\rho_c \approx \rho_a\); (iii) chamber volume fluctuations are small and the instantaneous air chamber volume is approximately equal to the volume in hydrostatic conditions \(V_e \approx V_0\); (iv) the bypass valve requires a non-linear controller and cannot be included in the frequency domain, with the consequent frequency-domain assumption that \(w_{\text{bypass}} = 0\); and (v) the turbine mass flow rate is linearly related to the relative air chamber pressure:

\[
\dot{p}_c = K_{\text{turb}}W_{\text{turb}},
\]

where \(K_{\text{turb}}\) is the turbine damping, further discussed in Section 3.4.1. Following the set of frequency-domain assumptions, linearisation of Eq. (2) yields:

\[
\frac{V_0}{\rho_a} \frac{\dot{p}_c}{\rho_a K_{\text{turb}}} = -\dot{V}_c.
\]

The air volume displaced by the OWC (\(\dot{V}_c\)) is computed from the hydrodynamic model, as shown in Eqs. (9) or (10).

3.2. Hydrodynamic modelling in the frequency domain

OWC hydrodynamic modelling is traditionally carried out under the typical assumptions of the linear wave theory, or linear potential theory (LPT), first developed by Airy \cite{33}. LPT assumes that the flow is incompressible and irrotational, and wave amplitudes and device
displacements are small compared to wavelength. Therefore, the potential flow can be described by the Laplace equation, since a velocity potential exists. Usually, OWCs are modelled using two related approaches: the piston model and the uniform pressure model, Fig. 4.

3.2.1. Piston model

In the oscillating body (referred to the water column) model, first proposed by Evans [34], the free surface of the water column is treated as a neutrally buoyant piston, characterised by its frequency dependent potential exists. Usually, OWCs are modelled using two related approaches: the admittance approach, also known as the admittance approach, is found in [38] or numerically using boundary element method solvers for oscillating bodies such as WAMIT, NEMOH, AQWA, and others. This approach may be acceptable if the characteristic length of the OWC free surface is much smaller than the wavelength of the incident waves, and smaller than the length of the OWC. The equation of motion of the water column, subjected to harmonic excitation at frequency \( \omega \), may be written, in the frequency domain, [36] as:

\[
(i \omega (m_p + A(\omega)) - C_0 \omega^{-1}) + B(\omega) \hat{v} = -S \hat{p}_r + F_d(\omega),
\]

(8)

where \( i \) is the imaginary unit, \( m_p \) is the piston mass, \( C_0 = \rho_w gS \) denotes the hydrostatic stiffness, \( \rho_w \) is the water density, \( g \) is the gravity constant, \( \hat{v} \) and \( \hat{p}_r \) are the complex amplitudes of the OWC free surface velocity and the relative pressure amplitude, respectively, such that \( v = \hat{v} e^{i \omega t} \) and \( p_r = \hat{p}_r e^{i \omega t} \). The displaced volume flow rate for the piston model is:

\[
-\hat{V}_c = S \hat{v} e^{i \omega t}.
\]

(9)

The complex amplitudes of the velocity and pressure are computed by solving the system of Eqs. (7) and (8).

3.2.2. Uniform pressure model

The uniform pressure approach, introduced in [37], is more realistic and straightforward. This model assumes a uniformly distributed pressure on the inner free surface and, consequently, the free surface can deform. In this approach, the displaced volume flow rate is decomposed into an excitation flow rate, \( q_e \), and a radiated flow rate, \( q_r \):

\[
-\hat{V}_c = \hat{q}_e(i \omega t) + \hat{q}_r(i \omega t).
\]

(10)

The excitation flow rate is exclusively due to incident waves, when \( p_r = 0 \). The radiated flow rate results from oscillations in air pressure inside the pneumatic chamber. A full treatment of the uniform pressure model, also known as the admittance approach, is found in [38].

If incident waves are regular waves of frequency \( \omega_i \), Eq. (10) may be rewritten, in the frequency domain, [39] as:

\[
\hat{q}_e + \hat{q}_r = i \frac{V_0}{\nu p_{\text{act}}} + \frac{1}{\nu \rho_w \kappa_{\text{turb}}} \hat{p}_c.
\]

(11)

where \( \hat{q}_e \) and \( \hat{q}_r \) are the complex amplitudes of the excitation and radiated flow rates such that \( q_e = \hat{q}_e e^{i \omega t} \) and \( q_r = \hat{q}_r e^{i \omega t} \). The radiated flow rate can be decomposed in real and imaginary parts and written as a function of the relative pressure, giving \( \hat{q}_r = -(G(\omega) + i H(\omega)) \hat{p}_c \). The real-valued coefficients \( G(\omega) \) and \( H(\omega) \) are, respectively, the radiation conductance and radiation susceptance. The chamber pressure complex amplitude can be computed by substituting the definition of \( \hat{q}_r \) in Eq. (11) as:

\[
\hat{p}_c = \frac{1}{\nu p_{\text{act}}} + G(\omega) + i (\nu V_0 + H(\omega))^{-1} \hat{q}_r.
\]

(12)

3.2.3. Relation between piston and uniform pressure models

The hydrodynamic coefficients of the massless disk approach, \( A(\omega) \) and \( B(\omega) \), and those of the admittance approach, \( G(\omega) \) and \( H(\omega) \), can be related [9] as follows:

\[
\frac{S \hat{q}_e}{G(\omega) + H(\omega)} = B(\omega),
\]

\[
\frac{\omega_0 S H(\omega)}{G(\omega) + H(\omega)} = -\omega^2 (m_p + A(\omega)) + \rho g S.
\]

(13)

3.3. Hydrodynamic modelling in time domain

3.3.1. Piston model

The piston model in the time domain results in the classic Cummins’ formulation

\[
\{m_p + A_\omega\} \ddot{v} = -p_c g S \ddot{z} - S \dot{p}_r + F_d - R,
\]

(14)

The radiation damping force, \( F_d \), is defined as \( F_d = A_d \ddot{v} + R \), where \( A_d \) represents the OWC added mass value at infinite frequency and

\[
R = \int_0^\infty K(t - \tau) \dot{v}(\tau) \, d\tau.
\]

(15)

The kernel \( K(t) \) is the piston impulse response function computed as the inverse Fourier transform of the radiation damping \( B(\omega) \).

3.3.2. Uniform pressure model

The radiation volumetric flow rate \( q_r \) is computed via the convolution integral:

\[
\ddot{q}_r(t) = -\int_{-\infty}^t h_i(t - \tau) \dot{p}_r(\tau) \, d\tau,
\]

(16)

resulting from the memory function \( h_i(t) \) computed as the inverse Fourier transform of \( G(\omega) \) through

\[
h_i(s) = \frac{2}{\pi} \int_0^\infty G(\omega) \cos(\omega s) \, d\omega.
\]

(17)

3.4. Turbine/generator set modelling

The turbine/generator set dynamics can be modelled using either torque or power formulations, which have a direct equivalence. Using the power formulation:

\[
\frac{d}{dt} \left( \frac{1}{2} I \dot{\Omega}^2 \right) = P_{\text{urb}} - T_{\text{act}} \Omega,
\]

(18)

where \( \Omega, I, \) and \( P_{\text{urb}} \) are the turbine/generator set rotational speed, moment of inertia, and the turbine power, respectively. The instantaneous generator electromagnetic torque, \( T_{\text{act}} \), is a control input set by the power plant controller.

3.4.1. Air turbine modelling

For large Reynolds numbers and negligible compressibility effects on the turbine blades related to the Mach number, Buckingham’s theorem [40] describes the dynamics of an air turbine using the dimensionless
mass flow rate $\Phi$, and the dimensionless turbine shaft power $\Pi$, defined as

$$\Phi = \frac{\dot{m}_{\text{turb}}}{\rho \omega^2 d^3},$$

$$\Pi = \frac{P_{\text{turb}}}{\rho \omega^2 d^3},$$

where $d$ is the turbine rotor diameter. $\Phi$ and $\Pi$ are obtained experimentally and can be expressed, respectively, as:

$$\phi = f_\Phi(\Psi, u_{\text{in}}, u_{\text{pitch}}),$$

$$\pi = f_\Pi(\Psi, u_{\text{in}}, u_{\text{pitch}}),$$

where $\Psi$ is the dimensionless pressure head,

$$\Psi = \frac{\rho \omega^2 d^3}{L_{\text{s}}},$$

and the control variables $0 \leq u_{\text{in}} \leq 1$ and $u_{\text{pitch}}$ are, respectively, the relative opening of the high-speed stop valve (HSSV) and the pitch angle of rotor/stator blades. Since many OWCs do not have HSSVs and are equipped with fixed-pitch turbines, $u_{\text{in}}$ and $u_{\text{pitch}}$ do not always appear in the turbine model. If used, $u_{\text{in}}$ and $u_{\text{pitch}}$ represent additional (to $T_{\text{crit}}$) control inputs to the system.

The turbine aerodynamic power is computed using Eq. (22), as:

$$P_{\text{turb}} = \rho \omega^2 d^3 f_\Pi(\Psi, u_{\text{in}}, u_{\text{pitch}}).$$

The turbine efficiency can be defined as

$$\eta_{\text{turb}} = \frac{P_{\text{turb}}}{P_{\text{pmax}}} = \frac{f_\Pi(\Psi, u_{\text{in}}, u_{\text{pitch}})}{f_\Phi(\Psi, u_{\text{in}}, u_{\text{pitch}})},$$

where $P_{\text{pmax}} = \rho \omega^2 d^3$ is the available pneumatic power and $q_{\text{turb}} = \dot{m}_{\text{turb}}/\rho \omega^2 d^3$ is the turbine volumetric flow rate.

Several studies use a set of dimensionless numbers proposed by Maeda et al. [41]. However, this set of dimensionless numbers were defined for incompressible flow and can not be applied directly to a numerical model that considers the spring-like air compressibility effect of Eq. (5). Furthermore, Maeda’s et al. approach does not follow the well-known Buckingham II theorem [40]. The best approach is to convert Maeda’s et al. dimensionless numbers to the set of dimensionless numbers described by Eqs. (19), (20) and (23); see 8.

### 3.4.2. Electric generator modelling

The majority of OWC PTO systems do not operate at constant rotational speed. The doubly fed induction generator (DFIG), controlled by a B2B converter, represents a possible solution to operate OWC PTOs with variable rotational speed. The dynamics of a DFIG is described by four differential equations in terms of flux components. Two reference frames, for stator and rotor variables, rotating at synchronous speed, are considered [42]:

$$\dot{\psi}_{ds} = \dot{V}_d - R_s i_d + \omega_s \psi_{qs},$$

$$\dot{\psi}_{qs} = \dot{V}_q - R_s i_s - \omega_s \psi_{ds},$$

$$\dot{\psi}_{dr} = \dot{V}_d - R_s i_d + (\omega - \omega_s \Omega) \psi_{qr},$$

$$\dot{\psi}_{qr} = \dot{V}_q - R_s i_s - (\omega - \omega_s \Omega) \psi_{dr}. \tag{26}$$

The dynamic model is closed with the following algebraic relations:

$$\dot{\psi}_{ds} = L_s i_d + L_m i_q,$$

$$\dot{\psi}_{qs} = L_s i_s + L_m i_q,$$

$$\dot{\psi}_{dr} = L_s i_d + L_m i_q,$$

$$\dot{\psi}_{qr} = L_s i_s + L_m i_q. \tag{27}$$

The terms $\psi_{ds}$, $\psi_{qs}$, $\psi_{dr}$ and $\psi_{qr}$ indicate the direct (d) and quadrature (q) flux components for rotor (r) and stator (s). The current (and voltage) components are $i_d$, $i_s$, $i_q$, and $i_p$ (and $V_d$, $V_q$, $V_s$ and $V_p$). $R_s$ and $R_r$ are, respectively, the electrical resistance for stator and rotor, while $L_s$ and $L_r$ are, respectively, the self-inductance of stator and rotor, with a mutual inductance between stator and rotor windings of $L_m$. Finally, with $\omega$, denoting the grid frequency, $\omega_s = 2\pi f$ is the machine synchronous frequency and $n_s$ is the number of pole pairs. The dynamic model of a permanent magnet synchronous generator (PMSG) can be found in [43].

### 3.5. Alternative modelling approaches: data-based modelling

System identification (SI), or data-based modelling, techniques [44] represent an alternative strategy to provide a hydrodynamic model for OWCs [45,46], compared to physics-based models (Sections 3.2 and 3.3). Despite being only recently applied to wave energy, SI has already been successfully employed in WEC modelling. With SI, the model parameters are derived from input/output data by minimising a model-related cost function. Once the model parameters are identified, the parametric model has to be validated against a separate set of data. SI models can be solely based on data (black-box models), or can take into account, to varying extents, some physics-based information (grey-box models) [47].

Data-based models can be linear or nonlinear, depending on the specific parameterisation [48]. Nonlinear models can have more accurate and broader validity, while the simplicity of linear models, including their suitability as a platform for model-based control, is appealing. One advantage of linear data-based WEC models is that they can be more representative of a wider operational range [49] than those developed from first principles, which assume infinitesimally small variations around an equilibrium point (usually the still water level), depending on the range of the data employed to identify the model. This can help to overcome the so-called modelling paradox [50] for WECs, where models developed under the assumption of small variations are subsequently employed for WEC control design, which generally try to exaggerate the WEC motion and therefore violate the small-variation assumption. However, care must be taken in the choice of excitation for the WEC, so that suitable identification data is obtained, with reference to the model purpose and range of validity [51].

### 4. Operation of power take-off components

This section examines the principal PTO components (air turbine and generator) and focuses on their operational characteristics and their facility as control elements.

#### 4.1. Wells turbine

The Wells turbine rotor consists of a set of uncambered blades, symmetrically positioned about a plane normal to the rotational axis, Fig. 5a) and b) [52]. This configuration produces a unidirectional time-averaged torque from a bidirectional air flow without the need for rectifying valves. Rotational speed control in Wells turbines has two primary goals: i) operate the turbine close to the best efficiency point, and ii) avoid aerodynamic stall on turbine blades that occurs for values of $\Psi$ above a critical value $\Psi_{\text{crit}}$, Fig. 6a). The operational range of high-efficiency Wells turbines is narrow, Fig. 6b), compared with impulse turbines, Section 4.2. The sharp drop in the efficiency of the Wells turbine is a consequence of blade stall that develops when the angle of attack of the rotor blades increases with the flow rate, Fig. 5b).

The hard-stall characteristics of the Wells turbine blades introduce an aerodynamic constraint to all control strategies. To avoid stall for large pressure heads $p_c$. $\Omega$ must increase such that the condition $\Psi < \Psi_{\text{crit}}$ is always verified. Therefore, the rotational speed must be greater than $\Omega > \sqrt{p_c / (\rho \omega^2 d^3)}$. This implies that large pressure heads require high rotational speeds. However, $\Omega$ is limited to: i) shock wave occurrence on the blades suction surface [53], and ii) blade stresses that result...
from the centrifugal forces, which increases with $\Omega^2$. The blade tip speed velocity is usually limited to $v_{\text{tip}} = \Omega d/2 \leq 180, \text{m/s}$ to avoid shock waves [10]. Well designed Wells control algorithms try to avoid stall by increasing rotational speed while not exceeding blade tip speed limit and maximum allowed mechanical stresses. Another side effect of aerodynamic turbine blade stall, and shock waves, is significantly increased noise emissions [54]. Fig. 7.

The Wells turbine efficiency characteristic, up to the best efficiency point, shows a linear relation between the dimensionless flow rate and the dimensionless pressure

$$\Phi = k_w \Psi,$$

where $k_w$ is a constant that depends on the turbine geometry but not on its size, resulting in

$$W_{\text{thub}} = \frac{k_w d}{\Omega^2} p_c.$$  

Eq. (29) shows that the Wells turbine rotational speed control affects the flow rate. This interaction between the instantaneous rotational speed and the hydrodynamics needs to be considered when designing an efficient controller. Additionally, OWCs with Wells turbines should have a safety valve installed in the turbine duct to control excessive centrifugal stresses resulting from the high runaway speed achieved if the electrical generator torque vanishes. A high-level safety controller should close the safety valve in case of an electrical equipment malfunction or a connection failure to the electrical grid.

Finally, to delay stall and improve Wells turbine performance under stall conditions, a passive flow control technique based on multiple suction slots on the rotor blades is investigated in [55,56].

4.2. Impulse turbines

4.2.1. Axial-flow impulse turbines

Axial-flow impulse turbines have rows of stator guide vanes, before
decrease the losses at the exit stator vanes. The idea is to reduce the axial of guides vanes are installed in a conical duct at a larger radius, to turbine called HydroAir [59] where the upstream and downstream rows Wells turbines. The Voight company proposed an axial rotor impulse of this turbine are much lower than other impulse turbines for three reasons: i) flow is highly decelerated in the diffuser before entering the rotor blades of this turbine are symmetrical with respect to the mid-chord plan, perpendicular the rotational axis (similar to the impulse turbine rotor). Guide vanes are avoided by pitching (almost instantaneously) the rotor blades between their extreme positions. In axial-flow impulse turbines, variable-pitch guide vanes mainly aim to reduce the aerodynamic losses due to the blockage effect of the second row of guide vanes [58,57]. To avoid a complex active actuation system, the guide vanes may autonomously/passively pivot under the effects of aerodynamic moments.

4.3. Variable-pitch turbines

Variable-pitch turbines offer an additional degree of freedom which can be potentially exploited to optimise performance. In [64], a design for a 400kW variable-pitch turbine for the Pico power plant is described. Despite the fact that pitch control is very popular in wind energy applications, this solution is not widely employed in OWCs due to their complexity, cost, and possible reliability issues related to the continuous operation of the pitch actuation mechanism. Investigation into the effect of variable pitch on air turbines for OWCs can be found in [65,66].

The Dennis-Auld turbine is a self-rectifying axial-flow turbine with some characteristics in common with variable-pitch turbines [67]. The rotor blades of this turbine are symmetrical with respect to the mid-chord plan, perpendicular the rotational axis (similar to the impulse turbine rotor). Guide vanes are avoided by pitching (almost instantaneously) the rotor blades between their extreme positions.

In axial-flow impulse turbines, variable-pitch guide vanes mainly aim to reduce the aerodynamic losses due to the blockage effect of the second row of guide vanes [58,57]. To avoid a complex active actuation system, the guide vanes may autonomously/passively pivot under the effects of aerodynamic moments.

4.4. Unidirectional air turbines

OWC devices can be equipped with unidirectional air turbines, although an air rectifying system is needed for this configuration. Air rectification is typically achieved using one-way pressure-driven control valves, which automatically (or passively) open/close, depending on the pressure in the pneumatic chamber. Modelling of air rectifying systems for OWC WECs is addressed, for instance, in [36,68]. Furthermore, a unidirectional air turbine, for a fully-submerged bottom-standing WEC equipped with rectifying valves, is tested in [69,70].

4.5. Electrical generator

The typical rotational speed range for self-rectifying air turbines permits the turbine to be directly coupled with the generator without need for a mechanically complicated and potentially expensive gearbox. In [18], the problem of generator selection for offshore OWCS is addressed. The authors compare different possible variable speed generators in terms of suitability for wave energy, cost, durability/maintenance, efficiency, and grid integration aspects. Ultimately, PMSGs seem to be the best (but expensive) option, although DFIGs have also proven to be suitable for wave energy applications.

A control law should consider the performance characteristics of the generator, to maximise the electrical power delivered to the grid. Fig. 10 shows the efficiency map for a typical DFIG generator as a function of $\Omega$ and $T_{ctrl}$. The map shows that the generator has relatively low efficiency, for low $\Omega$ and $T_{ctrl}$. Therefore, selecting a generator with a rated power much lower than the expected annual-averaged turbine power output reduces the energy delivered to the grid. Plotted in Fig. 10 are three possible generator operating curves, revealing that the overall
In relation to device-side control, if available wave power is relatively high, the electric generator could potentially attain its rated power. To keep the generator working at its rated power, the OWC system must dissipate excessive power; otherwise, the device must be shut down to avoid major failures. Therefore, power dissipation control becomes necessary.

5.1. Turbine control

In general, the aim of turbine control is to keep the turbine around its maximum efficiency point and, consequently, to optimise the pneumatic-to-mechanical energy conversion process. Rotational speed control is more straightforward in impulse turbines than in Wells turbines, since rotational speed does not affect turbine damping in impulse turbines, Eq. (31). As such, impulse turbine control is a relatively simple setpoint following control problem for turbine rotational speed, as a function of the pressure head [72]. For Wells turbines, though the mass flow rate depends on the rotational speed, Eq. (29), hydrodynamic/aerodynamic interaction is typically neglected, with a resulting simplification to a setpoint following problem. It should be noted that Wells turbine control can potentially improve the hydrodynamic response of OWCs by optimising instantaneous turbine damping. However, to the best of the authors’ knowledge, combined hydrodynamic/aerodynamic control, through turbine rotational speed modulation, has never been attempted. The setpoint following problem can be further divided into a rotational speed setpoint determination problem (Section 5.1.1) and a rotational speed tracking problem (Section 5.1.2).

Turbine rotational speed can be controlled by the generator torque and/or through valves in series, or in parallel, with the turbine. In the literature, alternative names to rotational speed control are sometimes employed, such as flow control (when valves are used), or torque control. To keep turbine operating in the high-efficiency region (see Figs. 6b)), aerodynamic stall should be avoided, since it leads to poor turbine performance. Due to its hard aerodynamic stall characteristic and relatively narrow peak efficiency region, rotational speed control is more challenging for a Wells turbine than for an impulse-like turbine. From a control perspective, turbine stall is due to incorrect determination of the rotational speed setpoint (e.g., as a result of sensors fault), or poor rotational speed tracking performance, which is primarily influenced by the inertia of the turbine/generator set. Inertia-related issues are further discussed in Section 5.1.3. Finally, from an electrical power quality perspective, the control algorithm should take advantage of the kinetic rotational energy stored by the flywheel, meaning that the conversion of mechanical to electrical power by the generator does not need to follow instantaneous turbine speed.

5.1.1. Rotational speed setpoint determination

To optimise the pneumatic-to-mechanical energy conversion process, the turbine should be kept around its best efficiency point (BEP). The turbine BEP is an operating point at a fixed Ψ (see, for instance, Fig. 6), denoted as Ψbe,ρ. Since Ψbe,ρ is unique, for a given instantaneous relative air chamber pressure p′, the instantaneous rotational speed that
maximises the turbine efficiency is given (Eq. (23)) by

\[ \Omega_{\text{bep}} = \sqrt{\frac{\rho d^2 \Phi_{\text{bep}}}{\tau A}} \]  

(32)

The main issue, associated with tracking the desired rotational speed \( \Omega_{\text{bep}} \), is the large torque variation usually required by most controllers, due to significant inertia of the rotating parts, and the large fluctuations of the relative air chamber pressure within each pseudo half-wave cycle. Furthermore, Eq. (32) shows that, when \( \rho \) tends to zero, the optimal rotational speed drops to zero as well, but this behaviour is undesirable in practice because it negatively affects power supply quality. The available pneumatic power grows from zero to a maximum value during each pseudo half-wave cycle and, to improve the pneumatic-to-mechanical energy conversion process, turbine efficiency should be kept at its highest value when the pneumatic power is maximal. A less important issue concerns turbine operation at low efficiency, when mechanical energy conversion process, turbine efficiency should be kept at its highest value when the pneumatic power is maximal. A less important issue concerns turbine operation at low efficiency, when mechanical energy conversion process, turbine efficiency should be kept at its highest value when the pneumatic power is maximal.

In addition to the formulation of \( \Omega_{\text{bep}} \), Eq. (32), the value of \( \Omega_{\text{bep}} \) can also be calculated from the mean axial-flow speed, \( \bar{v}_x \). Fig. 11, taken from [73], shows the optimum control torque that has to be applied to follow \( \Omega_{\text{bep}} \). However, it is practically impossible to directly measure the mean axial velocity \( \bar{v}_x \) in real-time and, hence, \( \bar{v}_x \) is estimated based on the mean flow rate \( Q = \bar{v}_x A \), computed using the relative chamber pressure \( p_c \). At the BEP, the flow rate coefficient is \( \Phi_{\text{bep}} = Q / (\Omega d^3) \), giving \( \bar{v}_x = \left( \Phi_{\text{bep}} A / d^2 \right) \Omega = \text{const} \times \Omega \).

It should be noted that the desired reference rotational speed, \( \Omega_{\text{ref}} \), may differ significantly from \( \Omega_{\text{bep}} \). For instance, in [74], two different reference rotational speeds (which, in this specific case, are tracked with a proportional (P) torque controller) are proposed for the Wells turbine mounted on one of the U-shaped OWCs of the breakwater of Civitavecchia (Italy). In the first case, the optimum speed is calculated as a function of the sea state only; hence, if the sea state is fixed, the optimum rotational speed is constant. A wave probe located at a suitable upwave location is used to record data for estimation of the sea state. The second strategy uses a varying reference rotational speed calculated from a maximum power point tracking (MPPT) algorithm for OWC turbines, based on Eq. (32).

Ultimately, turbine control approaches, based on a constant reference speed, can provide good performance, especially in relatively low energy sea states [75]. Furthermore, operating the turbine at a suitable constant reference speed may be convenient, particularly if turbines with a relatively high moment of inertia are used. However, if the constant reference speed depends on the sea conditions, the sea state has to be estimated using, typically, data collected from wave probes. As such, in addition to the increase in CapEx and OpEx due to the wave probes, if the sea state estimate is not accurate, the hypothetical controller (chosen for tracking the reference speed) will track an incorrect reference speed, potentially compromising the benefit of turbine control.

5.1.2. Algebraic control law

A possible rotational speed control algorithm was introduced in [76] for Wells turbines. The algorithm aims to reach \( \Omega_{\text{bep}} \) indirectly and can be derived from simple physical arguments, as follows: at the maximum turbine efficiency point, the turbine power output is given by

\[ P_{\text{tot}} = \rho A \bar{v}_x^3 \Omega \]  

(33)

Since \( \rho_{\text{gen}} = \rho_{\text{turb}} \), we find that \( P_{\text{tot}}^{\text{ref}} \) should be proportional to \( \Omega^2 \) and, therefore, we may impose a generator torque law of the type

\[ T_{\text{ctrl}} = a \Omega^2 \]  

(34)

where \( a = \rho_{\text{turb}} A \bar{v}_x^3 \) and \( b = 2 \). In practice, the constants \( a \) and \( b \) of the algebraic control law (ACL) can be fine-tuned for a particular sea state or wave climate, and the specific turbine type. Unsurprisingly, ACL operates better in OWC WECs with relatively low PTO inertia and, correspondingly, faster dynamics, see Eq. (18). It should be noted that the ACL can be modified to avoid exceeding the generator rated power, \( P_{\text{rated}} \), and the maximum allowed torque, \( T_{\text{max}} \), using

\[ T_{\text{ctrl}} = \min \left( a \Omega^2, \frac{P_{\text{rated}}}{\Omega}, T_{\text{max}} \right) \]  

(35)

However, as shown in Fig. 12, \( T_{\text{ctrl}} \) calculated from Eq. (35) does not avoid turbine over-speeding. A possible solution to avoid turbine over-speeding is to use a generator with a maximum torque such that the probability of over-speeding is low, Fig. 12(a). In this case, the generator torque increases to its maximum value when the rotational speed goes above a given threshold and then follows the maximum torque and maximum power constraints. However, the use of a supervisory HSSV controller can ensure that the maximum rotational speed is never exceeded [32]. In essence, when the maximum rotational speed is reached, the HSSV is first closed and then reopened when the rotational speed reduces below a given threshold. Fig. 12(b)-(d) show the three possible types of control laws that result from reaching three different constraints: Generator rated power, maximum torque and maximum rotational speed. In [32], the control law in Eq. (35) is numerically tested on a biradial turbine, as well as on one of the Wells turbines mounted on the Mutriku power plant.

5.1.3. Rotational speed tracking

When the desired rotational speed setpoint is determined, there are many possible controllers that can be employed to track the reference speed. For OWCs, the two currently most popular solutions are Proportional-Integral-Derivative (PID) controllers and sliding mode controllers, which have quite different characteristics, with the broad distinction of linear/nonlinear, respectively, Fig. 13.

![Fig. 11. Optimum control torque for optimising the turbine efficiency, \( T_{\text{opt}} \), for different conditions of airflow speed, \( \bar{v}_x \). The coloured curves represent the values that \( T_{\text{opt}} \) assumes for different values of the rotational speed, \( \Omega \), when \( \bar{v}_x \) is fixed. Figure taken from [73].](attachment://image.png)
The green shaded area represents the allowed operating region for the generator control laws as a function of the torque and rotational speed. The following notation was used: (N) normal operation, (C) close safety valve in series with the turbine, (S) safety mode (valve closed), and (O) open valve (resume to normal operation). Figure taken from [32].
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Fig. 12. The green shaded area represents the allowed operating region for the generator control laws as a function of the torque and rotational speed. The following notation was used: (N) normal operation, (C) close safety valve in series with the turbine, (S) safety mode (valve closed), and (O) open valve (resume to normal operation). Figure taken from [32].
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Fig. 13. a) Typical velocity for heaving buoy with a natural frequency higher than the frequency of the excitation force. b) Latching control to align the phases of the heave velocity and the excitation force. c) Latching control for a system subject to irregular sea waves. Figure taken from [106].

PID controllers. PID control is a well-known intuitive control technique for setpoint-following feedback loops. For that reason, PID control has been applied to a variety of OWC subsystems, including the primary function of rotational speed control and, at a lower level, servo control of generator torque or valve positions. Despite the fact that satisfactory performance may be achieved using PID control, PID controllers may not be the best solution for rotational speed control. Specifically, in comparison to other control techniques for setpoint-following feedback loops (for instance, sliding mode control), the main drawback of PID-based OWC control schemes is the relative lack of robustness.

Defining, $e(t)$, as the difference between the actual value of the variable to be tracked (e.g., electric generator currents) and the desired reference value of that variable, the control input provided by a PID is given by

$$u_{pid} = K_pe(t) + K_i \int_0^t e(\tau) \, d\tau + K_d \frac{de(t)}{dt},$$

where $K_p$, $K_i$, and $K_d$ are, respectively, the proportional, integral, and derivative gains of the PID controller.

In [78], two turbine control strategies, which rely on two different types of actuators to maximise turbine efficiency, are proposed for the Mutriku OWC plant and tested in both regular and irregular waves. The first strategy relies on a torque controller, while the second control approach uses a throttle valve controller. The generator control torque is regulated by means of a PI controller, whereas the throttle valve position is adjusted using a PID controller, whose gains are tuned with the closed-loop Ziegler-Nichols (ZN) method. Both control strategies increase the time-averaged electrical power, with the PI throttle valve controller slightly superior to the PID throttle valve controller. To assess the value of a combined torque/throttle control strategy, the torque controller is used in combination with the (throttle) valve controller in [79]. Ultimately, the combined torque/throttle control strategy improves the averaged generator power, especially if compared to the performance obtained with the (PID) throttle valve controller alone. Arguably, the major benefit of the combined torque/throttle control strategy is the more accurate control of the rotational speed, which leads to higher turbine average power, particularly in low energy sea states [79]. The combined torque/throttle strategy proposed in [79] is also considered in [80] but, to improve the fault-ride-through capability of the control strategy, and avoid the need of a rotor speed sensor, a closed-loop observer is used to estimate the rotational speed.

In addition to papers [78–80], many other turbine control strategies with PID controllers can be found [81–88], where, the main difference is generally in the tuning method of the PID controller. For instance, some of the PID tuning algorithms/methods found in the literature are: Grouped grey wolf (GGW) optimisation [81], artificial neural network (ANN) [84,85,88], zero-pole cancellation (ZPC) [77,89], self-adaptive global-best harmony search (SGHS) [86], harmony search (HS) [83], particle swarm optimisation (PSO) [82], fractional PSO memetic (FPSOM) [82], and fuzzy gain scheduling (FGS) [83]. Typically, the best performance is obtained when the PID gains are adapted in real-time (for instance, with a FGS technique [83]), although the complexity of the tuning method increases significantly. Ultimately, even though the use of sophisticated tuning algorithms marginally improves the performance of the PID controller, simpler tuning methods, such as Ziegler-Nichols, can still provide satisfactory performance.

Sliding mode controllers. A possible nonlinear control approach for tracking the turbine rotational speed is sliding mode control (SMC) [90]. Sliding mode control is particularly appealing due to its capability of coping with unmodelled dynamics, system uncertainties, nonlinearities and external disturbances.

A sliding variable, $\sigma$, which is a function of the system states, is defined so that the control objectives are satisfied for $\sigma = \delta = 0$. The condition $\sigma = \delta = 0$ defines a sliding surface in the state space. For rotational speed control, the sliding variable may be defined as

$$\sigma = \Omega - \Omega_{ref}.$$  

(37)

To derive the control law, the sliding variable is differentiatiated until the manipulated variable (e.g. quadrature voltage or quadrature current of the generator) explicitly appears. Regardless of the different control
design procedures, the control gains of the sliding mode controller are tuned to make the system converge, robustly and in a finite time, to the condition $\sigma = \dot{\sigma} = 0$.

Compared to the ACL, SMC may present higher peaks in the generator control torque when the turbine power reaches zero [75]. The presence of control torque peaks depends on how the SMC is tuned, as well as on torque limits with respect to the inertia of the rotating parts. In general, higher control torque peaks lead to a higher peak-to-average power ratio and to an inferior power quality.

In [91], performance of a SMC strategy for an array of three OWGs, each of them equipped with a biradial turbine coupled with a DFIG, are compared to the results provided by the ACL. Both ACL and SMC are able to provide similar performance. For a single OWC, in comparison to ACL, SMC provides a higher time-averaged generator efficiency (91.97% versus 84.65%), but a slightly lower time-averaged electrical power (6.24 kW versus 6.46 kW).

In [73], a second-order sliding mode control (SOSMC) approach is numerically tested for a Wells turbine coupled with a DFIG. The primary objective of the control strategy focuses on maximising the turbine power output and, to this end, a MPPT algorithm is used to determine the BEP of the turbine. The secondary objective of the control strategy aims to regulate the stator reactive power of the generator. A twisting algorithm (TA) and a super twisting algorithm (STA) are used, respectively, to accomplish the primary and secondary objectives of the control strategy. The main advantage of a SOSM approach over a first-order SMC scheme is the elimination of uncontrolled oscillations of the manipulated variable, which leads to better power quality and smoother control action.

In [92,93], different rotational speed control strategies are designed for the Wells turbines mounted on the Mutriku power plant. In [92], a SMC strategy for the torque controller is employed. In comparison to the uncontrolled case, the time-averaged electrical power is increased (after reducing the chattering phenomenon) by 12.95% with SMC, whereas worse performance are found for the PI torque controller (a 7.12% improvement) considered in [82]. In [93] a FGS-SMC rotational speed control strategy is proposed. In comparison to traditional SMC, the produced power is increased by 12.33% with the FGS-SMC scheme and, moreover, the fluctuations of the generated power due to the chattering phenomenon are significantly reduced.

Model predictive control. Despite the fact that model predictive control (MPC), relatively popular for other WEC types [94], is not the most popular choice for OWC turbine control, some MPC strategies for OWCs can be found in the literature [95,96]. In general, MPC-based strategies can provide good tracking performance for a constant rotational speed reference [95], as well as for a time-varying reference speed value [96].

In comparison to PID control and SMC, the main advantages of MPC, in addition to working with multi-variable systems, is the possibility to naturally deal with physical constraints, which can be easily taken into account in the optimisation problem. Arguably, since MPC requires prediction, at each time step, of some specific future states of the system over a receding horizon, the main disadvantage of MPC is the relatively high computational cost. As such, MPC may be difficult to implement in real-time control applications due to the significant computational burden, especially if relatively long receding horizons are employed.

Other possibilities for rotational speed tracking. In addition to SMC, alternative nonlinear controllers, which are suitable for rotational speed control in OWCs, include backstepping (BS) [97,98] and fuzzy logic controllers (FLC) [99].

5.2. Hydrodynamic control

OWC hydrodynamic control aims to optimise the wave-to-pneumatic energy conversion process. OWC hydrodynamic control approaches may be divided into three main categories: reactive control (Section 5.2.1), latching control (Section 5.2.2), and declutching control (Section 5.2.3).
The design and operation of a latching valve, which is essentially a HSSV, for axial-flow turbines is a major challenge, due to the relatively large turbine duct diameter [110]. Salter [110] proposed and designed a complex HSSV for the Wells turbine of the Pico power plant, but the valve was never installed. Only the invention of the biradial turbine, which can be equipped with a relatively simple and effective HSSV, opened the possibility for OWC latching, Fig. 8.

A critical issue in OWC latching is the high sensitivity of latching control to a delay between the latching control decision and the actual valve opening/closure [111]. As shown in [106], latching in irregular waves generally requires prior knowledge of the excitation force, from 10s up to 24s into the future, to be effective. Wave forecasting over a sliding time window using, for example, auto-regressive (AR) models or recurrent neural network (RNN) algorithms, can improve latching effectiveness in WECs [27]. Up-wave and auto-regressive wave forecasting methods for an OWC are studied in [112], while a review can be found in [113].

Some OWC latching control strategies, for a spar-buoy equipped with a biradial turbine, are proposed in [114,115]. In [114], a metaheuristic differential evolution (MDE) method is used to optimise the latching/unlatching time instants for numerical simulations in regular waves. Ultimately, latching in regular waves is considerably more straightforward than in irregular waves, since, in regular waves, latching control is simply identical iterated/repeated at each wave cycle, where the latching time can be determined off-line. Latching control becomes much more complicated in irregular waves, as shown (for example) in [115], where two different latching strategies are proposed. Despite providing better performance in terms of absorbed wave power, the first latching strategy in [115] requires future knowledge of the excitation force, while the second latching strategy is based on easily measurable quantities, such as pressure and rotational speed. It should be noted that the first strategy in [115] does not consider possible errors introduced by an inaccurate excitation force prediction, which may have a significant impact on control performance.

Latching control studies for an OWC spar-buoy are also carried out in [106], where a MPC-based latching control approach is numerically tested without considering possible constraints. The control problem (i.e., find the optimal HSSV position to maximise the turbine energy production) is repeatedly solved over a receding horizon, where the excitation force is assumed to be known. Improvements in wave power absorption are only found for receding horizon time windows (sufficiently) larger than the typical energy period at the deployment site. In [116], the unconstrained MPC-based latching control proposed in [106] is extended to take into account some constraints particularly to limit the turbine and generator powers. Ultimately, any OWC control strategy that relies on future information (e.g., wave excitation force) needs to consider inevitable prediction errors and, ideally, mitigate them.

5.2.3. Declutching (or unlatching)

Declutching control disconnects the PTO mechanism from the WEC floaters, allowing free movement of the device during part of the wave cycle to accelerate the active PTO component. The PTO mechanism is then engaged at the prescribed/desired velocity [117]. Declutching is the counterpart of latching and mimics resonant conditions when the incident wave frequency is higher than the WEC resonant frequency (i.e., the WEC is speeded up).

The idea behind OWC declutching is to open a bypass valve with small losses to decouple the water column and the PTO mechanism and to close the valve at a later stage of the wave cycle. However, declutching results in a loss of energy from reflected waves due to an impedance mismatch [118]. To the best of the authors’ knowledge, declutching has not yet been considered for OWCs. The lack of focus on declutching may be due to the fact that OWC declutching may lead to large water column excursions, which must be limited to prevent green water from reaching the turbine blades (causing damage).

5.3. Power dissipation control

Pressure levels in an OWC chamber can be high, so the maximum instantaneous pneumatic power can be relatively large. In highly energetic sea states, the instantaneous pneumatic power can be more than ten times larger than the generator rated power. Furthermore, under extreme sea state conditions, the turbine/generator set rotational speed could exceed the prescribed safety limits. To prevent this, power dissipation control should be used to dissipate excessive power; otherwise, the OWC device must be shut down to avoid major failure.

There are typically two options to limit available pneumatic power on OWCS. A bypass valve, installed in parallel with the turbine, can be partially opened, or a valve installed in series with the turbine can be partially closed.

5.3.1. Methods based on bypass valves

A bypass valve can be partially, or fully, opened to limit the available pneumatic power in the air chamber. In [30], a possible control law for a bypass valve is proposed to limit the available pneumatic power and, consequently, the rotational speed of the 400 kW Wells turbine installed at the Pico power plant. When the chamber pressure exceeds a prescribed maximum value, \( p_{c_{\text{max}}} \), the area of the bypass valve is changed/controlled as follow

\[
\Delta A_t = \alpha \frac{V_0 \sqrt{p_a}}{p_a} \left( p_t - p_{c_{\text{max}}} \right) \Delta t \sqrt{p_a},
\]

(40)
to keep \( p_t = p_{c_{\text{max}}} \). In Eq. (40), \( \alpha > 0 \) is a user-defined constant parameter and \( \Delta t \) is the time step used for the numerical simulations. If \( p_t \leq p_{c_{\text{max}}} \), the bypass valve is kept closed. Numerical simulations show that, if the relief valve has a suitable dimension, pneumatic power can be effectively dissipated using the control law in Eq. (40), although the achieved control performance depends on the value of \( \alpha \) and the time-response of the bypass valve. To counteract possible issues due to the finite time-response, wave prediction can be considered [112].

5.3.2. Methods based on throttle valves

Throttle valves are installed in series with the turbine to induce large pressure losses and, consequently, reduce the available pneumatic power to the turbine [79,83,82]. Typically, butterfly and slide gate valves are used for this purpose. A side effect of throttle valves is the non-axisymmetric flow downstream of these types of valves, typically reducing the turbine performance for one of the flow directions. On the other hand, the built-in valve of the biradial turbine introduces only a local disturbance, which has a negligible effect on the airflow at the turbine rotor level.

5.3.3. Peak-shaving

The small and fast valve in series with the biradial turbine can be used not only (as a HSSV) for latching control, but also for peak-shaving control. Peak-shaving control sets the position of the valve of the biradial turbine to dissipate and limit the available pneumatic power based on the instantaneous rotational speed [28] Peak-shaving control allows OWCS to operate under highly energetic sea states, while avoiding PTO over-speeding and generator overloading and, consequently, increasing the capacity factor and improving the power quality of the electrical energy supplied to the grid. The peak-shaving control algorithm (Fig. 14) was validated in sea trials at the Mutriku wave power plant during the H2020 OPERA project [28].

In contrast to power dissipation methods based on throttle valves (Section 5.3.2), peak-shaving can control almost instantaneously the maximum pneumatic power delivered to the turbine.

5.4. Grid-side control

Although the main focus of this paper is on device-side control...
strategies for OWCs, the main studies on OWC grid-side control are briefly discussed. Grid-side control, and energy storage methods, cope with grid requirements, which mainly concern power quality aspects, fault-ride-through (FRT) capabilities, and, more generally, the overall stability of the power grid. An overview of grid integration aspects of wave energy can be found in [131].

In [132,133], a control strategy to improve the FRT capability of a DFIG coupled with a Wells turbine is numerically tested, while robust control under fault conditions is studied in [134]. Some MPC strategies, to improve power quality for grid-side converters, are also considered in [95,135,136,96].

Studies on electrical energy storage systems for power smoothing, using supercapacitors [137,138], ultracapacitors [89], and Li-ion batteries [95], can also be found. In contrast to other WEC types, power smoothing on OWCs may be less important, due to the capability of smoothing power peaks on the device-side through, for instance, control valves.

6. Summary of control strategies

Table 1 summarises the broad classification of OWC control strategies proposed in Section 5. The continuous horizontal lines separate different control objectives, the dashed lines divide the specific control approaches, and the dotted lines separate different control philosophies (e.g., PID and SMC).

From Table 1, it is clear that OWC control strategies mainly focus on turbine control, which is typically implemented using a torque and/or a throttle valve controller, while only a limited number of studies concern hydrodynamic control (mainly latching). The focus on turbine control can be motivated by different convictions. First, if the turbine operates far from its maximum efficiency point, it is impossible to achieve satisfactory power production. Furthermore, turbine control (as a setpoint-following problem) is a relatively straightforward control problem, which can be tackled using a wide variety of different controllers.

In addition to the significant attention on turbine control, Table 1 also reflects the lack of focus on hydrodynamic control, for the following reasons. Firstly, OWC hydrodynamic control is somewhat difficult to implement, especially due to the absence of suitable actuators for providing direct reactive (pneumatic/aerodynamic) power. Moreover, although latching control does not need reactive power, the practical implementation of latching for OWCs became possible only following the emergence of the biradial turbine. Finally, in the case of a Wells turbine, simultaneously optimising turbine efficiency and hydrodynamic performance is difficult due to the effect of the hydrodynamic/aerodynamic interaction (which is typically neglected to simplify the Wells turbine control problem to a setpoint following problem). Ultimately, OWC hydrodynamic control is still a relatively unexplored area of OWC control.

Finally, power dissipation control typically relies on relatively simple and effective methods based on control valves. Peak-shaving control appears to be the best solution to limit the pneumatic power available to the turbine, while greatly improving the system capacity factor. A possible alternative to methods based on control valves is to consider rotor blade pitch control, widespread in wind energy [139]. Pitch control reduces the turbine aerodynamic shaft power by decreasing the angle of attack of the rotor blades. However, since it requires a relatively complex blade-pitching mechanism, likely resulting in higher capital and operational costs, pitch control has not yet been applied on OWCs.

7. Perspectives and future directions

In OWC control history, since the air turbine is the most sensitive component of the PTO system to control, there has been an understandable focus on turbine efficiency maximisation. Indeed, appropriate control of the turbine rotational speed is essential to produce a satisfactory amount of electric energy, especially in Wells turbines, which are characterised by a relatively narrow and peaky efficiency curve, if compared to impulse-like self-rectifying turbines.

To date, although the main control objective has been turbine efficiency maximisation, the OWC research community has also focussed on other aspects of OWC control, such as power quality aspects, and peak-shaving control for increasing the capacity factor of the OWC system. From the authors’ perspective, too much attention is still dedicated to issues of secondary importance, such as finding new types of controllers for the (turbine rotational speed) setpoint following problem, which is a relatively standard problem in control systems, while there is an apparent lack of interest in improving the W2W system performance (which is where the possibility for substantial innovation truly lies).

In the future, to improve overall OWC system performance, it will be essential to consider a more complete control objective, since turbine efficiency maximisation alone does not guarantee W2W efficiency maximisation. In light of this, a composite rotational speed setpoint, which considers the characteristics of the whole W2W OWC system, should be sought.

In the current section, perspectives and possible future directions in terms of control objectives (Section 7.1), other control possibilities (Section 7.2), and control co-design (Section 7.3) are discussed.

7.1. Control objectives

To improve the economic viability of OWC WECs, it is essential to minimise LCoE, since maximising power production only does not necessarily guarantee economic advantage. Despite the fact that the ultimate control objective, i.e., LCoE minimisation, is difficult, especially due to the problem of OpEx estimation, it is important to make
Table 1
Control strategies for oscillating water column wave energy converters. Part 1 of 2: Turbine control. Notes: Turbine types are denoted as follows: Wells (W), axial-flow impulse (I), biradial (B), unidirectional (U), and, if both Wells and biradial turbines are considered, the turbine type is denoted as B/W. Test type indicates if the control strategy is tested in numerical simulation (Num) and/or in experimental tests (Exp). Manipulated inputs are reported following the notation used in Fig. 3. For combined control strategies which use multiple control inputs, all control inputs are reported and separated by a slash (e.g., $T_{\text{ctrl}}$/u_{\text{throttle}}).

<table>
<thead>
<tr>
<th>Control objective</th>
<th>Control approach</th>
<th>Turbine type</th>
<th>Ref.</th>
<th>Test</th>
<th>Year</th>
<th>Controller</th>
<th>Manipulated input</th>
</tr>
</thead>
<tbody>
<tr>
<td>Turbine control</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Setpoint</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>determination</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>[119]</td>
<td>Num/Exp</td>
<td>2016</td>
<td>ACL</td>
<td></td>
<td>$T_{\text{ctrl}}$/u_{\text{throttle}}</td>
<td></td>
</tr>
<tr>
<td>B/W</td>
<td>[32]</td>
<td>Num/Exp</td>
<td>2019</td>
<td>ACL</td>
<td></td>
<td>$T_{\text{ctrl}}$/u_{\text{hssv}}</td>
<td></td>
</tr>
<tr>
<td>U</td>
<td>[69,70]</td>
<td>Exp</td>
<td>2020-21</td>
<td>ACL</td>
<td></td>
<td>$T_{\text{ctrl}}$</td>
<td>$T_{\text{ref}}$/u_{\text{hssv}}</td>
</tr>
<tr>
<td>–</td>
<td>[120]</td>
<td>Num</td>
<td>2022</td>
<td>ACL</td>
<td></td>
<td>$T_{\text{ctrl}}$/u_{\text{hssv}}</td>
<td></td>
</tr>
<tr>
<td>Setpoint</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>following</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>W</td>
<td>[78]</td>
<td>Num</td>
<td>2011</td>
<td>PI</td>
<td></td>
<td>$T_{\text{ref}}$</td>
<td>$T_{\text{ref}}$/u_{\text{throttle}}</td>
</tr>
<tr>
<td>W</td>
<td>[79,80]</td>
<td>Num/Exp</td>
<td>2011-13</td>
<td>PI/PID</td>
<td></td>
<td>$T_{\text{ref}}$/u_{\text{hssv}}</td>
<td></td>
</tr>
<tr>
<td>W</td>
<td>[77,89]</td>
<td>Num/Exp</td>
<td>2013-15</td>
<td>ZPC-P</td>
<td></td>
<td>$T_{\text{ref}}$</td>
<td></td>
</tr>
<tr>
<td>W</td>
<td>[74]</td>
<td>Num</td>
<td>2016</td>
<td>P</td>
<td></td>
<td>$T_{\text{ref}}$</td>
<td></td>
</tr>
<tr>
<td>W</td>
<td>[82]</td>
<td>Num</td>
<td>2017</td>
<td>PSO-PID</td>
<td></td>
<td>$T_{\text{ref}}$/u_{\text{throttle}}</td>
<td></td>
</tr>
<tr>
<td>W</td>
<td>[83]</td>
<td>Num</td>
<td>2019</td>
<td>HS-PID</td>
<td></td>
<td>$T_{\text{ref}}$/u_{\text{throttle}}</td>
<td></td>
</tr>
<tr>
<td>W</td>
<td>[84,85]</td>
<td>Num</td>
<td>2011-20</td>
<td>ANN-P</td>
<td></td>
<td>$T_{\text{ref}}$</td>
<td></td>
</tr>
<tr>
<td>W</td>
<td>[86]</td>
<td>Num</td>
<td>2020</td>
<td>SGHS-PID</td>
<td></td>
<td>$T_{\text{ref}}$/u_{\text{throttle}}</td>
<td></td>
</tr>
<tr>
<td>W</td>
<td>[87]</td>
<td>Num</td>
<td>2020</td>
<td>PSO-PID</td>
<td></td>
<td>$T_{\text{ref}}$/u_{\text{throttle}}</td>
<td></td>
</tr>
<tr>
<td>W</td>
<td>[88]</td>
<td>Num</td>
<td>2020</td>
<td>ANN-P</td>
<td></td>
<td>$T_{\text{ref}}$/u_{\text{throttle}}</td>
<td></td>
</tr>
<tr>
<td>W</td>
<td>[121]</td>
<td>Num</td>
<td>2012</td>
<td>SMC</td>
<td></td>
<td>$T_{\text{ref}}$</td>
<td></td>
</tr>
<tr>
<td>W</td>
<td>[122]</td>
<td>Num</td>
<td>2018</td>
<td>SMC</td>
<td></td>
<td>$T_{\text{ref}}$</td>
<td></td>
</tr>
<tr>
<td>W</td>
<td>[92]</td>
<td>Num</td>
<td>2018</td>
<td>SMC</td>
<td></td>
<td>$T_{\text{ref}}$</td>
<td></td>
</tr>
<tr>
<td>W</td>
<td>[123]</td>
<td>Num</td>
<td>2018</td>
<td>SMC</td>
<td></td>
<td>$T_{\text{ref}}$</td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>[91]</td>
<td>Num</td>
<td>2019</td>
<td>SMC</td>
<td></td>
<td>$T_{\text{ref}}$/u_{\text{hssv}}</td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>[124]</td>
<td>Num</td>
<td>2019</td>
<td>GGW-SOSMC</td>
<td>$T_{\text{ref}}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>W</td>
<td>[93]</td>
<td>Num</td>
<td>2020</td>
<td>FGS-SMC</td>
<td>$T_{\text{ref}}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>W</td>
<td>[73]</td>
<td>Num</td>
<td>2020</td>
<td>SOSMC</td>
<td>$T_{\text{ref}}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>[125]</td>
<td>Num</td>
<td>2020</td>
<td>SOSMC</td>
<td>$T_{\text{ref}}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>[75]</td>
<td>Num</td>
<td>2021</td>
<td>SOSMC</td>
<td>$T_{\text{ref}}$/u_{\text{hssv}}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>U</td>
<td>[95]</td>
<td>Num</td>
<td>2017</td>
<td>MPC</td>
<td></td>
<td>$T_{\text{ref}}$</td>
<td></td>
</tr>
<tr>
<td>W</td>
<td>[96]</td>
<td>Num/Exp</td>
<td>2021</td>
<td>MPC</td>
<td></td>
<td>$T_{\text{ref}}$</td>
<td></td>
</tr>
<tr>
<td>W</td>
<td>[123]</td>
<td>Num</td>
<td>2018</td>
<td>BS</td>
<td></td>
<td>$T_{\text{ref}}$</td>
<td></td>
</tr>
<tr>
<td>W</td>
<td>[98]</td>
<td>Num</td>
<td>2020</td>
<td>BS</td>
<td></td>
<td>$T_{\text{ref}}$</td>
<td></td>
</tr>
</tbody>
</table>

(continued on next page)
progress towards LCoE minimisation. Specifically, from a control design perspective, the focus is on what elements of CapEx and OpEx (see Eq. (1)) are sensitive to control system specification (mostly CapEx) or control system operation (mostly OpEx).

Regarding CapEx, the main design decisions relate to the PTO power specification and the OWC device structure. If a high rated power is demanded, the system can cope with the widest possible set of sea states, but may be significantly over-specified in moderate (and probably most frequent) sea states and lead to rather low time-averaged electrical efficiency. In this scenario, the capacity factor is likely to be low and a relatively high LCoE may result. However, the need to dissipate power, for example through peak shaving (Section 5.3.3) may be virtually eliminated, simplifying the operation of the control system and requirement for throttle valves.

A relatively minor consideration, regarding CapEx, is the requirement for specific actuators, or measurements, by particular control philosophies. However, in general, actuators and sensors may be considered to be a relatively tiny fraction of CapEx, compared to the considerable cost of the OWC device structure (or OWC ‘hull’), along with electrical interconnection and mooring costs (for floating devices).

Of the three constituent terms in Eq. (1), OpEx is the most difficult to quantify. However, from a control design perspective, the important aspect is to assess components of OpEx which are sensitive to control actions. To date, little progress has been made in relating control action to WEC OpEx, though some studies are appearing [15]. However, to the best of the authors’ knowledge, no studies linking control actions to OpEx for OWCs have yet been published.

An alternative economic objective could be considered as capacity factor. However, this is strongly related to LCoE and is more a function of the power capacity rating of the system, than energy maximising control. Nevertheless, capacity factor, as an objective, could have a role in control co-design, or supervisory control.

### 7.2. Other control possibilities

Generally, new control possibilities for OWC WECs will fall into either (i) optimisation problems, which can be convex or non-convex, or (ii) tracking problems. Regarding non-convex optimisation problems (which presents multiple local minima), non-convex optimisation algorithms, with a relatively high computational cost, could be used only if the optimisation problem is solved off-line. However, in real-time control, non-convex optimisation algorithms cannot generally be used due to excessive computational burden and, therefore, convexification techniques have to be adopted to turn the non-convex optimisation problem into a convex one. A convex optimisation problem can then be solved with relatively fast optimisation algorithms, such as line search methods. Optimisation problems can be presented in terms of W2W control, or as part of a control co-design problem, where aspects of the system structure, capacity, or ratings are optimised, in tandem with the control system. As already stated, tracking problems can then be solved with relatively fast optimisation algorithms, such as line search methods. Optimisation problems can be presented in terms of W2W control, or as part of a control co-design problem, where aspects of the system structure, capacity, or ratings are optimised, in tandem with the control system.

#### Table 1: Part 2 of 2: Hydrodynamic control and power dissipation.

<table>
<thead>
<tr>
<th>Control objective</th>
<th>Control approach</th>
<th>Turbine type</th>
<th>Ref.</th>
<th>Test type</th>
<th>Year</th>
<th>Controller</th>
<th>Manipulated input</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>W</td>
<td>Num</td>
<td>2003</td>
<td>–</td>
<td>–</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[104,103]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Latching</td>
<td>B</td>
<td>[114,115]</td>
<td>Num</td>
<td>2013-14</td>
<td>–</td>
<td>u_{hssv}</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B</td>
<td>[106,116]</td>
<td>Num/Exp</td>
<td>2016</td>
<td>MPC</td>
<td>u_{hssv}</td>
</tr>
<tr>
<td></td>
<td></td>
<td>W</td>
<td>[129]</td>
<td>Num</td>
<td>2016</td>
<td>–</td>
<td>u_{hssv}</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B</td>
<td>[130]</td>
<td>Num</td>
<td>2017</td>
<td>–</td>
<td>u_{hssv}</td>
</tr>
<tr>
<td>Power dissipation</td>
<td>Methods based on valves</td>
<td>W</td>
<td>[76]</td>
<td>Num</td>
<td>1999</td>
<td>–</td>
<td>u_{hyd}</td>
</tr>
<tr>
<td></td>
<td></td>
<td>W</td>
<td>[30]</td>
<td>Num</td>
<td>2003</td>
<td>–</td>
<td>u_{hyd}</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B</td>
<td>[28]</td>
<td>Num</td>
<td>2019</td>
<td>–</td>
<td>u_{hyd}</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B</td>
<td>[75]</td>
<td>Num</td>
<td>2021</td>
<td>–</td>
<td>u_{hyd}</td>
</tr>
</tbody>
</table>

Table 1: Part 2 of 2: Hydrodynamic control and power dissipation.
finding new types of controllers for the setpoint following problem is of marginal importance and should not be prioritised among other possible future studies. In OWCs, the most interesting possibilities for innovating the tracking problem lie in the setpoint determination problem. A difficult problem is to determine the optimum rotational speed setpoint for Wells turbines, while considering the hydrodynamic/aerodynamic interaction. For a Wells turbine, is the combined hydrodynamic/aerodynamic control strategy worth the effort (modelling and control design) or any additional cost in sensors/actuators? Or is turbine efficiency maximisation the most practical way to maximise energy production?

Concerning model-based control approaches, the use of control-oriented models (e.g., data-based models) and/or more accurate models (e.g., for the hydrodynamic part, the uniform pressure model is more realistic than the piston model) may potentially improve control performance, provided that model accuracy and complexity are balanced. We must refrain from using unnecessarily complex models, since the cost of the computation may become too large for real-time control application. Furthermore, the impact of model uncertainty (e.g., uncertainty in the hydrodynamic model) on control performance should be considered. Recently, some robust control studies for other forms of WEC have begun to appear [141–143] though no studies focusing on the robust control of OWCs have yet emerged.

Finally, to address the lack of focus on hydrodynamic control, alternative strategies to implement OWC hydrodynamic control could be considered.

7.3. Control co-design

Although some studies on OWC WEC design (e.g., a step in front of the OWC device [144], and shape of the chamber front wall to reduce viscous losses [145]) can be found, they do not usually consider interaction with control aspects.

In future studies, control co-design techniques [146] should be adopted to guarantee the best control-informed OWC WEC design. One advantage of examining the overall system design within a control framework is that the contribution to the overall system dynamics by both the OWC structure and the controller can be seen side-by-side, and the most efficacious way of optimising the system performance identified. Indeed, the optimum OWC WEC design for the uncontrolled device case may significantly differ from the optimum design found for the controlled device case, and, moreover, different optimal geometries (OWC ‘hull’ and turbine geometry) could be obtained for different control strategies [146]. It should be noted that control co-design is particularly important for the Wells turbine case, since the turbine rotational speed affects the hydrodynamic performance.

An important issue related to co-design is the selection of suitable control actuators. Control actions, provided by real control actuators, and ultimate control performance, are intrinsically limited by the physical range of the actuators, and actuator availability, respectively. Actuators with a larger operational range may lead to higher produced power, but are generally more expensive, and, therefore, a trade-off between CapEx and reward (e.g., produced power) should be made when selecting the control actuators. Since control possibilities change if an actuator is used singly, or in combination with another actuator, the selection of suitable control actuators also depends on which types of actuators are available. In relation to this, it should be noted that the control problem, as well as the control possibilities (e.g., the potentially available actuators), depend on the characteristics of the type of air turbine mounted on the OWC device.

8. Conclusions

This paper aims to provide a comprehensive analysis of the control problem for OWCs, together with a review of the existing control strategies. Since enclosing all the control strategies found in the literature in a rigid classification would be difficult, a broad objective-focused classification approach has been taken.

Ultimately, the OWC control problem can be tackled at different stages of the energy conversion chain. However, the vast majority of control strategies found in the literature focus on turbine rotational speed control. Indeed, if the turbine operates far from its maximum efficiency point, the overall system efficiency is highly penalised and, consequently, poor electrical power production is achieved.

Since the sea state can significantly vary during a WEC’s lifetime, to maximise power production, real-time control techniques should be adopted and, to this end, it is essential to keep the OWC model relatively simple, hence computationally fast. Furthermore, to develop comprehensive control strategies which can maximise the overall efficiency of the device, the complete (and computationally simple) W2W OWC system, as well as all the possible control effectors, should be considered.

Finally, to guarantee optimal control-informed WEC design, control-related aspects should be considered since from the initial stages of the WEC design phase and, to this end, a co-design approach should be adopted.

Despite robust control strategies can improve power production [147], most studies on OWC control ignore the impact of model uncertainty on the control actions. However, the importance of assessing the influence of uncertainty on the performance of the control strategies should not be overlooked. In wave energy, model uncertainties may be due to: assumptions (e.g., LPT) and simplifications of the mathematical model, unmodelled dynamics (e.g., neglected nonlinear effects), inaccuracy in model parameters, inaccurate measurements of the physical variables and, when predictions are needed, errors in wave forecasting/estimation.

In summary, given the relative youth of OWC design and control, and the relatively large range of currently unexplored control and optimisation possibilities, there is considerable scope to reduce OWC LCoE to make them economically competitive with other renewable, and traditional, energy conversion forms.
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Appendix A. Comparing air and water turbines for OWCs

The use of self-rectifying water turbines for OWCs has three major drawbacks. The first problem is the possibility of the occurrence of cavitation. Cavitation is a major issue, especially for Wells turbines due to the large suction peaks achieved at the leading edge of the turbine rotor blades for large pressure coefficients. The second and third problems for water turbines are, respectively, the very low rotational speed and the large turbine rotor...
diameter. The problems associated with rotational speed and rotor diameter are easily shown assuming geometric similar turbines (i.e., equal dimensionless geometry) and comparing air and water turbines. The turbine flow rate (neglecting air compressibility effects, which are small in this comparative analysis) and the turbine power are equal for water and air, i.e., \( Q_{\text{water}} = Q_{\text{air}} \) and \( P_{\text{water}} = P_{\text{air}} \). As such, the turbine operating point is the same for both types of turbines and, consequently, \( \Phi_{\text{air}} = \Phi_{\text{water}} \) and \( \Pi_{\text{air}} = \Pi_{\text{water}} \). Solving for the diameter and rotational speed, we get the following ratios

\[
\left( \frac{d_{\text{water}}}{d_{\text{air}}} \right)^{1/4} = 5.35, \tag{A.1}
\]

and

\[
\frac{\Omega_{\text{water}}}{\Omega_{\text{air}}} = \left( \frac{\rho_{\text{air}}}{\rho_{\text{water}}} \right)^{3/4} = \frac{1}{153.2}. \tag{A.2}
\]

Eq. (A.2) implies that for obtaining the same turbine power, the torque ratio is \( T_{\text{water}}/T_{\text{air}} = 153.2 \).

### Appendix B. Conversion of Maeda’s et al. dimensionless numbers

Maeda et al. [41] proposed the following flow, “input” and torque coefficients

\[
C_{\lambda} (\phi) = \frac{p_c Q}{\frac{1}{2} \rho \left( v_x^2 + U_i^2 \right)} \ell b Z \phi \cdot \tag{A.3}
\]

\[
C_{\tau} (\phi) = \frac{T}{\frac{1}{2} \rho \left( v_x^2 + U_i^2 \right)} \ell b Z \phi \cdot \tag{A.4}
\]

obtained experimentally as a function of

\[
\phi = \frac{v_x}{U_i}, \tag{A.5}
\]

where \( b \) is the blade height, \( \ell \) the blade chord, \( Z \) the number of rotor blades, \( R \) the mean radius and \( v_x \) is the mean axial velocity. The circumferential velocity at mean radius is defined by

\[
U_i = \Omega R \cdot \tag{A.6}
\]

The flow rate, \( Q \), is related to the mean axial velocity, \( v_x \), through \( Q = v_x A \), where \( A \) is the area of the turbine duct.

To solve ODE (5) we need to compute \( w_{\text{turb}} = \rho_c Q \) as a function of \( p_c \). This computation is simple if the turbine is modelled with Eq. (19), but that is not the case of Eq. (A.5). Given \( p_c \), the axial velocity is computed from the pressure expressing (A.3) as

\[
C_{\lambda} (\phi) \left( v_x^2 + U_i^2 \right) = \frac{p_c A}{\frac{1}{2} \rho b Z} \cdot \tag{A.7}
\]

This equation shows that it is impossible to find an explicit relationship to determine \( v_x \) as a function of \( p_c \), since \( \phi \) also depends on \( v_x \).

The conversion of Maeda’s dimensionless numbers to the set numbers defined in Eqs. (23)-(20) is as follows. Writing the flow rate \( Q \) as function of (19) and (A.5), and using (A.6) we found that \( \Phi d^2 \Omega = \phi A \Omega R \), yielding

\[
\Phi = AR \phi / d^4. \tag{A.8}
\]

Expressing the pressure difference \( p_c \), as function of (23) and (A.3), results

\[
\Psi \Phi d^2 \Omega^2 = \frac{1}{2} \rho \left( v_x^2 + U_i^2 \right) \frac{b Z}{A} C_{\lambda} \cdot \tag{A.9}
\]

Using the definition of the flow rate coefficient (A.5) and (A.6), we get

\[
\Psi = \frac{1}{2} \left( \phi^2 + 1 \right) \frac{b Z R_i^2}{A d^2} C_{\lambda}. \tag{A.10}
\]

Analogously, we can write the \( \Pi \) as function of \( \phi \) using (20) and (A.4), giving

\[
\Pi = \frac{1}{2} \left( \phi^2 + 1 \right) C_{\tau} \frac{b Z R_i^2}{d^2}. \tag{A.11}
\]

Functions (A.8) and (A.11) are expressed as a function of (A.10), and this conversion is applied for each set of \( b, \ell, z \) and \( R \).
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