
Energy Strategy Reviews 49 (2023) 101180

Available online 23 August 2023
2211-467X/© 2023 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

A review of machine learning and deep learning applications in wave 
energy forecasting and WEC optimization 

Alireza Shadmani a,b, Mohammad Reza Nikoo c,1,**, Amir H. Gandomi d,e,*,1, Ruo-Qian Wang f, 
Behzad Golparvar f 

a Department of Maritime Engineering, Amirkabir University of Technology, Tehran, Iran 
b Faculty of Engineering and Architecture, Department of Electromechanical, Systems, And Metal Engineering, Technologipark-Zwijnaarde 46, Ghent University, Ghent, 
Belgium 
c College of Engineering, Department of Civil and Architectural Engineering, Sultan Qaboos University, Muscat, Oman 
d Faculty of Engineering & Information Technology, University of Technology Sydney, Ultimo, Australia 
e University Research and Innovation Center (EKIK), Óbuda University, 1034, Budapest, Hungary 
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A B S T R A C T   

Ocean energy technologies are in their developmental stages, like other renewable energy sources. To be useable 
in the energy market, most components of wave energy devices require further improvement. Additionally, wave 
resource characteristics must be evaluated and estimated correctly to assess the wave energy potential in various 
coastal areas. Multiple algorithms integrated with numerical models have recently been developed and utilized 
to estimate, predict, and forecast wave characteristics and wave energy resources. Each algorithm is vital in 
designing wave energy converters (WECs) to harvest more energy. Although several algorithms based on opti
mization approaches have been developed for efficiently designing WECs, they are unreliable and suffer from 
high computational costs. To this end, novel algorithms incorporating machine learning and deep learning have 
been presented to forecast wave energy resources and optimize WEC design. This review aims to classify and 
discuss the key characteristics of machine learning and deep learning algorithms that apply to wave energy 
forecast and optimal configuration of WECs. Consequently, in terms of convergence rate, combining optimization 
methods, machine learning, and deep learning algorithms can improve the WECs configuration and wave 
characteristic forecasting and optimization. In addition, the high capability of learning algorithms for forecasting 
wave resource and energy characteristics was emphasized. Moreover, a review of power take-off (PTO) co
efficients and the control of WECs demonstrated the indispensable ability of learning algorithms to optimize PTO 
parameters and the design of WECs.   

1. Introduction 

Energy systems, particularly renewable sources, play a substantial 
and vital role in all facets of modern society, notably the residential 
sector, industry, and transportation, resulting from the evolution of 
human civilization and its critical need for energy [1]. The capacity of 
energy systems to adapt to supply and demand while providing 
maximum performance and having low environmental effects is gener
ally considered one of the most fundamental concerns in this field. 

Particular emphasis should be given to these challenges due to the 
growing population, the need to meet the energy demand to offer better 
welfare and comfort, the growing usage of fossil fuels, and their negative 
environmental consequences [2,3]. 

In 2018, 376 TWh of renewable energy was produced throughout the 
world, an increase of 3% from the previous year (2017) [4], whereas 
wind and solar energy production increased by 11% and 28%, respec
tively. With an increased output of 219 TWh in 2018, Asia was primarily 
responsible for the growth of renewable energy production. The amount 
of renewable energy generated globally has also increased, reaching 
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40% in Asia [4,5]. The US clean energy strategy is gaining traction as 
more organizations aim to enlarge renewable sources utilization and 
reduce carbon emissions [6]. Recently, a growing number of businesses 
have expressed a desire to expand their commitment to renewable leg
acy requirements to demand that all their energy be derived from 
renewable sources [7–9]. Companies in the power industry are currently 
making significant commitments to lessen their carbon footprint and 
enhance renewable sources utilization [10,11]. Eleven publicly listed 
utility companies have committed to fully decarbonizing their opera
tions. More than 80% of 2005 levels of carbon emissions will be cut by 
these utilities by 2050, as stated in their respective 2050 climate change 
action plans [8]. 

Fig. 1 depicts the percentage of renewable energy sources in 
worldwide final energy consumption in 2023 based on the REN21 report 
[8]. This percentage is expected to increase because of the opportunities 
provided by the renewable energy map (REmap) [8]. Bioenergy, the 
primary form of renewable energy, can be converted into thermal en
ergy, electrical power, and transportation fuel. Based on REmap, 20% of 
the targeted renewable energy consumption, several different types of 
biomass—liquid, solid, and gaseous—contribute to this total (61%) [8]. 
As previously indicated, the majority of the change involves switching 
from traditional to modern technologies and fuels [12]. The percentage 
of available renewable energy is also shown in Fig. 2, where the most 
active renewable sources are wind, solar, wave, and tidal energy. Among 
these sources, waves have higher predictability than others, and have 
been the focus of much recent research. 

The ocean contains a substantial amount of energy that can be har
nessed from waves. According to the U.S. Electric Power Research 
Institute [15], the United States has an estimated yearly harvestable 
resource of 255 TWh, or roughly 6% of the national consumption. In 
2009, the United Kingdom’s feasible offshore resources were estimated 
to produce 55 TWh annually, accounting for approximately 14% of the 
country’s total consumption [16]. Compared with conventional power 
sources that rely on fossil fuels, ocean wave energy has a far less negative 

effect on the environment [17]. Life-cycle analysis can estimate emis
sions from nearshore wave energy devices [18]. These numbers 
demonstrate that, compared to fossil fuel alternatives, gaseous pollution 
emissions from wave energy are much lower. This trend breaks down 
only when comparing SO2 emissions from conventional power plants 
with those from zero-emission combined-cycle gas turbines [18]. 

Waves and wind unquestionably have the most significant potential 
among the other sources of renewable energy. Since the immense po
tential energy from the ocean may facilitate the shift to sustainable 
energy sources, wave energy has attracted academics’ interest for years. 
By 2025, the worldwide wave energy market will grow from its current 
level of $47 million to $107 million [19]. Wave energy behaviors are the 
most intermittent, unstable, and unpredictable; thus, a comprehensive 
understanding and knowledge of these characteristics are necessary for 
design, building, and planning applications. Domestic wave behaviors 
are indeterminate in an interval of short-term and long-term. The wave 
height and period, which vary in both time and space, are the most 
dynamic and crucial characteristics. Because the efficiency of wave 
energy converters (WECs) depends on the wave characteristics, the wave 
height and period play a significant role in forecasting wave energy. 
Several models have been developed to replicate and study these con
version processes and improve the reliability of harvesting, forecasting, 
and optimization of wave energy. A precise forecast is crucial to ensure 
the dependability and effectiveness of the entire system and evaluate the 
performance regarding the cost [20]. 

In commercial-scale wave farm applications, capturing and fore
casting wave energy present extreme difficulties [21]. Moreover, the 
challenge of managing and storing energy increases with its intermittent 
use. The expansion of wave energy use on a broad scale and other ap
plications of ocean engineering depends critically on resilience and 
stability [22]. Considering previous studies and methodologies, it is 
essential to refocus research on wave energy behavior and improve the 
development of wave energy applications [23,24]. Wave energy has not 
been considered a viable solution, with great promise in previous 
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AR Autoregression 
ARX Autoregressive with exogenous 
ARMA Autoregressive moving average 
ARMAX Autoregressive moving average with exogenous 
AI Artificial intelligence 
ANN Artificial neural network 
CEEMD-ELM Comprehensive ensemble empirical mode 

decomposition-empirical learning model 
CM-MLR Conditional maximization-based multiple linear 

regression 
CNN Convolutional neural network 
DL Deep learning 
DNN Deep neural network 
EOF-NN Empirical orthogonal function-neural network 
EMD-LSTM Empirical modal decomposition-long short-term 

memory 
ECMWF European Center for Medium-Range Weather Forecasts 
FFNN Feed-forward neural network 
GPU Graphic processing unit 
GBDT Gradient boosting decision tree 
GAP-RBF Growing and pruning radial basis function 
HPTO Hydraulic power take-off 
LCoE Levelized cost of energy 
LSTM Long short-term memory 
LPA Low-pressure gas accumulator 

ML Machine learning 
MPC Model predictive control 
MAPE Mean absolute percentage error 
MLP Multi-layer perceptron 
MOEA Multi-objective evolutionary algorithm 
MFO Moth-flame optimization 
MVO Multi-Verse optimizer 
NPV Net present value 
NCEP National Centers for Environmental Predictions 
NARX Nonlinear autoregressive exogenous 
OWC Oscillating water column 
OWSC Oscillating wave surge converter 
OPF Optimum power flow 
PA Point absorber 
PE Positional encoding 
P-LSTM Parallel long short-term memory 
ROI Return of investment 
RL Reinforcement learning 
RNN Recurrent neural network 
RF Random forest 
RMSE Root mean squared error 
SVM Support vector machine 
Seq2Seq Sequence-to-sequence 
SWH Significant wave height 
SOS Symbiotic organisms search 
SQP Sequential quadratic programming 
WEC Wave energy converter  

A. Shadmani et al.                                                                                                                                                                                                                              



Energy Strategy Reviews 49 (2023) 101180

3

studies. 
The energy from ocean waves is reliable and consistent, unlike that 

from the sun or wind. Waves having the potential for power generation 
will fluctuate despite daily changes in amplitude and velocity due to 
changing tide regimes and storm systems. By contrast, for wind and solar 
power, which only produce energy between 20% and 30% of the time, 
wave power generators may be able to generate electricity for as much 
as 90% of the time; therefore, ocean energy is more reliable [25]. 
Weather conditions have little impact on the wave and tidal patterns, 
which may be accurately anticipated for many years [26], which would 
assist in selecting the ideal location for WECs. Additionally, reliable 
wave information is available for up to four days in advance [27]. This 

simplifies power dispatching, makes it easier for grid operators to satisfy 
baseload demands, and provides the potential to integrate wave energy 
with wind or solar energy. Perez-Collazo et al. [28] studied many 
techniques and substructures for merging wave and wind energy. The 
researchers observed the wave and wind patterns in each season, rather 
than an odd seasonal pattern with the highest wave energy potential 
occurring in winter. This is likely due to the fact that waves are generally 
more active in the winter because of increased wind, which is due to 
colder temperatures. Wave power is much more predictable than wind 
power and it increases during the winter when electricity demand is at 
its highest. This seasonality of wave energy resource has been observed 
in other studies as well. For example, a study on offshore wind and wave 
energy and climate change impacts found a strong seasonality of wave 
energy resource, with the mean wave power density being greater than 
1.5 kW/m during winter and less than 0.2 kW/m during summer. This 
seasonal variation in wave energy potential can have important impli
cations for the design and operation of WECs. By taking into account the 
seasonal variation in wave energy potential, engineers and researchers 
can optimize the performance of WECs and maximize their energy 
output [29]. The growing wind and wave energy in temperate climates 
during this season makes wave energy attractive in certain places, as 
seen by the heating loads [30]. 

Zheng et al. [31] studied wind and wave energy sources in the China 
Sea for over 22 years, focusing on factors like energy density stability. 
They found that waves with longer periods are beneficial for conversion 
because energy is distributed more quickly as the wavelength increases. 
These waves also have the benefit of generating less adverse environ
mental impact energy, which increases device usability. From offshore 
to nearshore sites, waves seem more prone to losing energy and breaking 
if they have large amplitudes and short wavelengths. Longer wave
lengths are produced because of longer periods, extending the possi
bility of energy harvesting. This property of deep-sea swells, in 
particular, and wave action, in general, support the advantage of 
continuous wave energy. 

If the aforementioned potential benefits of wave energy are to be 
attained, several obstacles must be eliminated, which means that the 

Fig. 1. Renewable energy percentage in different countries, adopted from REN-21 global status report [8,13].  

Fig. 2. Percentage of renewable energy sources, adopted from REmap 2030 
report [8,14]. 
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conversion of wave energy into clean electricity is significantly difficult. 
Even though waves may create electricity 90% of the time, there is 
considerable variation in wave power levels [17]. The highest and 
lowest mean ocean wave energies at a given site are relative to each 
other by a factor of two [32]. In order to maintain this level of pro
duction, a mechanism for storing energy must be developed [25,33]. 

The creation of a power generation device is additionally compli
cated by variations in wave directionality. The power production from 
different types of wave energy devices varies with the direction of the 
wave, which calls into question their long-term viability, as indicated by 
Wolgamot et al. [34], Cruz et al. [35], and Clemente et al. [36]. 
Therefore, wave energy conversion technologies should be capable of 
positioning themselves suitably on flexible mooring lines which allow 
these devices to absorb energy from almost any angle. The most sig
nificant challenge for nonaxisymmetric devices and deep sea is the 
orientation of nearshore waves caused by natural refraction, reflection, 
and diffraction [25]. It is vital to remember that, apart from wave ori
entations, offshore waves are less changeable than coastal swells. Waves 
create local high-energy “hot spots” concentrated on headlands, 
whereas other areas, including bays, have low energy content as a result 
of defocusing. Falnes [37] outlined other coastal wave phenomena, such 
as wave reflection, diffraction, bottom friction, and depth-induced 
breaking effects that might affect energy fluctuations. 

Device durability in harsh weather conditions is another issue [17]. 
During a storm, the strength of the waves may increase by as much as 
five times to 2000 kW/m [25,37]. Consequently, there is a dual diffi
culty because these devices must be structurally strong enough to sur
vive the high impact pressures caused by storm waves, and must be 
certified for the most typical wave power levels. In addition to these 
concerns about the design of the underlying structure, the increased 
robustness of devices presents a financial difficulty in the form of higher 
capital expenses in order to for the device to withstand extreme condi
tions. Most technological solutions to these problems are intended to 
adopt a survival mode during extreme weather [38,39]. For example, 
the technology may be briefly submerged to shield it from the force of 
breaking surface waves, or the mooring lines or connections can be 
loosened to allow the device the most freedom of motion so that it can 
“surf” the waves [30]. 

Levelized cost of energy (LCoE) and net present value (NPV) analyses 
of offshore wind and wave energy show that offshore wind turbines are 
the most cost-effective option [40,41]. However, waves may become a 
competitive energy source if financial incentives and lower production, 
installation, and maintenance costs are neglected. Although many 
different technologies are already available and tested in laboratories, 
there is still a mismatch between these implementations and those tested 
in the ocean. There have only been a few studies and practical appli
cations of array configurations. For ocean wave energy, technical in
novators do not agree on any particular design. Therefore, certain 
technical standards and norms must be defined to test the prototypes 
and actual project implementation. In light of the unique properties of 
WECs, such as their high efficiency, this standardization process can be 
applied in the wind industry [42]. 

Traditional techniques also have difficulties in predicting extremely 
large waves. Numerous methods for predicting wave characteristics 
have been developed because of the complicated and sometimes 
inconsistent data availability of wave buoy observations, such as those 
reported by Gomez et al. [43]. Overall, WECs are still in the develop
mental stage. Due to its multidisciplinary character, the superiority of 
WEC over existing competitors is still distant in terms of performance, 
technological viability, and economic viability. Consequently, all sites 
for wave farms must be allocated, chosen, designed, and evaluated using 
systematic and comprehensive methods [36,44]. Without limiting the 
criteria, WEC devices must overcome the abovementioned challenges 
and compete with other renewable energies at a competitive cost, 
enhanced reliability, and higher survival [45]. 

An extensive range of device types can be found in the databases 

owing to the location-dependent diversity of wave patterns [46–49], 
which were developed by 123 businesses [44]. These technologies fall 
into four main categories: attenuators [50], terminators [51], point 
absorbers (PAs) [52], and oscillating water columns (OWCs) [53]. At
tenuators are positioned in line with the wave direction, such as the 
Pelamis created by Pelamis Wave Power [54]. Among large-scale tech
nologies, the Pelamis device comprises five circular sections joined by 
connecting rods that allow the converters to twist in both orientations as 
they “surf” over the incoming swells. Systems for hydraulic power 
take-off (HPTO) convert the flexing motion into electricity. The central 
part of the terminator system is perpendicular to the axis of the incident 
wave to block the waves [55]. Additionally, PAs are substantially 
smaller than the typical wavelength of incoming waves. They function as 
oceanic nodes that can collect wave energy from all directions due to 
their reduced size, and can be located in shallow water [56]. An OWC is 
an open structure with an open entrance that captures air above the 
inner free surface and water level. Two significant types of OWCs are 
fixed and floating, which are being increasingly used [57]. 

Previously reported and published algorithms and models for wave 
energy applications can be divided into three distinct categories: (1) 
equipment-level algorithms and models including low-level control and 
monitoring; (2) function-level algorithms and models including wave 
height and power generation forecasting [58,59] and instability pre
diction [60,61]; and (3) energy plant-level algorithms and models. 
Commonly, these applications fall into three main categories: fore
casting, optimization, and power management. Wave energy is one of 
many sectors where machine learning (ML) and deep learning (DL) have 
been successfully used. A DL framework handles large datasets that 
account for wave energy characteristics better than other ML ap
proaches. Unlike many other ML techniques, the learnable parameters in 
DL algorithms can be taught on a graphics processing unit (GPU) and can 
easily handle pattern recognition. The structure of DL requires more 
time for training; however, it possesses properties analogous to wave 
energy. 

Using renewable resources and systems to lower harmful environ
mental consequences, improve economic prospects, and ensure safe 
operation is one strategy to address the abovementioned issues. An ac
curate understanding of the deciding characteristics and crucial output 
parameters of these systems is necessary for their best and most valuable 
utilization. It is pertinent to test various techniques and models to pre
dict the factors contributing to system productivity and energy man
agement, as renewable systems are significantly affected by their 
surroundings and environment. In other words, a particular tool is 
necessary to properly use these data and grasp the links between various 
characteristics. For instance, in addition to predicting wind speed and 
direction in coastal locations, it is vital to anticipate wave parameters, 
such as significant wave height, wave period, and wave direction, to 
determine the power production of a wave system [62]. Additionally, 
when electric utilities disperse their extra power, they produce too much 
carbon dioxide emissions [24]. This adds to the difficulty in correctly 
predicting the state of health of an industry’s energy distribution 
infrastructure. Maintenance of the energy supply and demand balance 
will become a perpetual operational and technical challenge. This brings 
us to the promise of ML and its potentially substantial influence on the 
whole energy spectrum [5,24,63,64]. Although ML is still in its early 
phases of application, its impact on the distribution of renewable en
ergy, projections, and the adoption of smart grids might be significant 
[65]. 

In light of the growing body of literature on wave energy based on 
DL, it would be useful to prepare a review article that summarizes the 
most up-to-date studies in the field and provides a comparative analysis 
of the current methods. Therefore, this study provides an overview of 
the DL-based models currently used for wave energy applications. In this 
paper, an introduction to various learning algorithms and their classi
fications is first presented. Then, the application of these algorithms in 
ocean wave resource prediction, estimation, and optimization is 
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thoroughly discussed. Datasets, pre-processing approach, model topol
ogies, computation time, and accuracy were compared among the pre
sented models for comparable applications. The models utilized in 
deterministic forecasting include convolutional neural networks, 
recurrent neural networks, long short-term memory, deep brief net
works, deep neural networks, gated recurrent networks, and deep hybrid 
models. Data fusion, processing time, contrasting decomposition 
methods, and statistical testing were measured against a variety of 
criteria. This study attempts to understand the fundamental variables 
while summarizing necessary information, such as the potential impact 
of datasets with varying volumes, locations, resolutions, weather con
ditions, and periods on the comparison. The learning algorithms per
taining to setting optimization and estimation of the PTO system are also 
briefly discussed with regard to the most active learning algorithms. 

2. Recent advancements of ML and DL in ocean wave energy 

2.1. Introduction to machine learning and deep learning techniques 

ML is currently the fastest-growing technology and a “hot focus” in 
several academic disciplines. Even for engineers, data processing and 
interpretation are becoming more dependent on energy digitization, 
with a focus on industrialization and smart grid development. The novel 
data-based services for sourcing, selling, storing, and using renewable 
energy are called “smart grids.” Energy distribution, the last step of 
energy supply, benefits from ML’s quick and effective processing of data. 
ML is beneficial for consumers, infrastructure, energy systems, big data, 
and transmission systems [62]. This study outlines problems ML can 
address, current developments, and how it impacts the energy industry. 
Several ML classes have been introduced to address these issues, with 
five specific applications in energy distribution discussed. The study 
emphasizes the role of ML in energy distribution, challenges, future 
prospects, and recent advancements, enhancing the overall study theme. 

Fig. 3 shows the distribution of studies on ocean wave energy and 
energy systems using ML and DL. Fig. 4 represents the document per
centages in ML, engineering, and energy fields. Research primarily fo
cuses on energy and engineering (29% each), with most published as 
conference papers or journal articles. However, the low percentage of 
review papers underscores the need for more, a focus of this study. 

With the help of ML, power companies and investors can implement 

more reliable and profitable processes that boost the return on invest
ment (ROI) and aid in energy transition [67]. Lowering carbon emis
sions, which is now receiving more attention, may hasten the positive 
shift in the business and energy sector by utilizing different ML tech
niques. In this regard, the United States Department of Energy (DoE) and 
IBM worked together to develop the Watt-Sun program, which monitors 
enormous amounts of meteorological data from a wide variety of data 
sources and websites [8]. The main emphasis of ML are on the appli
cations that draw on prior knowledge to enhance prediction and 
decision-making over time. There are typically four phases of building 
an ML program: preparing the dataset, technique selection, building the 
model by determining the objective function, and model training [68]. 
In addition, as shown in Fig. 5, there are four main types of ML models: 
supervised, unsupervised, semi-supervised, and reinforcement ML. For 
better understanding, key classifications, subclassifications, and code 
implementations are accessible in Ref. [68]. 

Smart energy systems employ a variety of ML models extensively. 
Each model is described succinctly in the following sections. 

Supervised learning: ML, particularly in image classification and voice 
recognition, is increasingly important. It plays a significant role in smart 
power systems by predicting data and loads. This involves mapping 
input-output pairs with algorithms like regression. A key example is the 
use of Support Vector Machine (SVM) models to evaluate electrical data 
from generators and distributed production [69]. 

Unsupervised learning: ML algorithms in this model function solely on 
inputs without needing outputs. Data is clustered into related groups to 
reveal hidden patterns, improving power distribution in grid-based en
ergy systems. This efficient handling of vast unsupervised electrical data 
is known as energy clustering [70]. The list of these algorithms along 
with supervised learning methods is demonstrated in Fig. 6. 

Reinforcement learning (RL): RL is popular in the energy field due to 
its independence from predefined datasets. Fig. 7 outlines how RL, much 
like the Model Predictive Control (MPC) method, can handle uncertainty 
and generate smart energy predictions. Despite the complexity added to 
the power grid by renewable energy, RL’s ability to sequentially make 
decisions amidst thresholds and uncertainties has effectively addressed 
related challenges [71–73]. 

Optimization algorithms: Power systems use a range of tools to opti
mize complex, unpredictable issues. Modern grids employ techniques 
like stochastic gradient descent and constraint optimization to address 

Fig. 3. The number of published papers that used ML and DL to investigate ocean wave energy and energy systems was gathered from the Scopus database [66].  
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Optimum Power Flow (OPF) challenges, crucial for energy management 
and optimization. Tools like linear programming and quadratic pro
gramming are used to improve energy and grid infrastructure. These 
algorithms plan production, operate power systems, model OPF, meet 
customer demands, and mitigate risks [59,74–77]. Other aspects of 
optimization algorithms are depicted in Fig. 8. 

Deep neural networks: Uncertainty in energy demand forecasting, 
especially with dispersed generation, is a key research area in smart 
grids and energy systems. Deep Neural Networks (DNNs), including 
Convolutional Neural Networks (CNNs), Recurrent Neural Networks 
(RNNs), and Artificial Neural Networks (ANNs), effectively tackle the 
dual challenge of high energy consumption and uncertainty [78,79]. 
Fig. 9 displays the architecture of DNNs. 

2.2. Application of ML and DL in ocean wave energy 

An assessment of energy strategy, market business plans, storage 

systems and transmission, and energy reliability is necessary to improve 
wave energy technology [80]. Understanding the government’s plans 
for renewable energy and the construction and operation of forecasting 
systems is facilitated by this assessment. 

Integrating optimization algorithms with ML techniques can provide 
more accurate results and reduce computational costs when applied to 
WEC design. ML techniques, such as neural networks, can be used to 
develop predictive models that can accurately simulate the performance 
of WECs under different conditions. These models can be trained on 
large datasets of historical data to learn the complex relationships be
tween various design parameters and the performance of the WEC. 

Once the ML model has been developed, it can be integrated with an 
optimization algorithm to quickly and accurately evaluate different 
design configurations. One example of this approach is a study by Li 
et al. [81] They used a deep RL algorithm to optimize the electricity 
generation of a WEC. The algorithm outperformed traditional 
model-based control techniques and showed robust performance under 

Fig. 4. Document by subject percentage in the field of ML, engineering, and energy (left) and published research percentage classified by their types (right), based on 
the Scopus database [66]. 

Fig. 5. ML techniques classification.  
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Fig. 6. Supervised learning vs. unsupervised learning.  

Fig. 7. General overview of reinforcement learning.  
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ocean conditions. Zou et al. [82] also used a radial basis function neural 
network-based prediction model and a genetic algorithm-based opti
mization model to optimize an oscillating wave surge converter 
(OWSC). This approach was not only capable of optimizing the OWSC, 
but also had the potential to address other scientific and technical 
optimization issues. Manawadu et al. [83] numerically investigated the 
performance of a flap-type OWSC in irregular wave conditions. They 
used DualSPHysics to predict the energy conversion efficiency and 
survivability of an OWSC at a chosen coastal location in Sri Lanka. Their 
findings highlighted that the PTO damping coefficient, the density of the 
oscillating flap, and the flap’s shape greatly impact both the energy 
conversion efficiency and the hydrodynamic forces acting on the WEC, 
thereby determining its survivability. He et al. [84] established a 
method for optimizing parameters for oscillating buoy-type WEC, spe
cifically focusing on the volume of the submerged buoy which impacts 
both power generation and associated costs. They combined the differ
ential evolution algorithm with linear potential flow theory to analyze 
the influence of submerged buoy volume on optimal power capture. 

Their findings revealed that WECs with large PTO damping adapt well to 
various wave frequencies. However, the ideal submerged buoy volume 
was found to be not cost-effective due to the relatively high cost in
dicators. Moreover, Harms et al. [85] addresses the challenge of har
nessing low-frequency waves in WEC. They introduced a compact WEC 
designed for small autonomous sensor platforms. The converter, opti
mized through simulations and experiments, includes a two-body self-
reacting point-absorber and a flux-switching permanent magnet linear 
machine for PTO. With careful design and optimization, the power 
output increased from under 10 MW to over 100 MW in simulations. The 
system’s effectiveness was tested in different wave conditions for a 
realistic power output estimation. Marques Silva et al. [86] illustrates 
how an inverse fuzzy model, optimized with a genetic algorithm, can 
enhance OWC control and performance. The case study, the Mutriku 
power plant, showed no significant turbine power increase with genetic 
algorithm fuzzy control, but over 9% improvement in yearly generator 
power, offering implications for future wave power plant control stra
tegies. In addition, several recent investigations also pointed out the 
significance of integrating optimization algorithms with ML techniques 
to provide more accurate results and reduce computational costs 
[87–90]. To this end, the application of ML techniques in forecasting and 
optimizing wave energy resources is discussed in the following. 

Model application and classification in energy systems were the main 
topics of the study by Mousavi et al. [1]. When dealing with energy 
systems, hybrid approaches perform better than classic ML models. 
Specifically, the Comprehensive Ensemble Empirical Mode 
Decomposition-Empirical Learning Model (CEEMD-ELM) was developed 
for forecasting wave heights in order to subsequently estimate wave 
production [91]. 

For several reasons, it is crucial to estimate the wave characteristics 
(height, period, and direction) in both port regions and the ocean. 
Estimation of open water enables the prediction of hazardous occur
rences or events brought on by natural disasters [92,93]. These esti
mates allow the optimization of vessel paths in terms of logistics, 
boosting safety, and reducing costs [94,95]. ML-based models may be 
used to reduce these errors regardless of the complexity of the input data 
because of their ability to find correlations in the input data. Estimating 
oceanographic variables using ML techniques has been the subject of 
several recent studies, thanks to the resurrection of AI models based on 
“learning by data.” A number of approaches have been proposed, each 
with its own set of advantages and disadvantages, based on the dataset 

Fig. 8. Optimization algorithms.  

Fig. 9. Architecture of deep neural networks.  
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from which the prediction model was constructed. Utilizing information 
from nearby deep-water buoys to approximate a target buoy’s mea
surements is a common practice [96–100]. 

In situ measurements or remote sensing data are often used to 
evaluate and calibrate physics-based models. Global-scale modeling 
currently incorporates data from satellite-based remote sensing, such as 
the GDAS system [101]. Buoy measurements of waves in real-time have 
been used to validate physics-based models for shoreline conditions 
[102]. There are ways to derive spatio-temporal wave data using 
measurable time-series data and numerical models. ML techniques have 
been shown to be accurate in predicting numerous environmental fac
tors over the last ten years [103–111]. Moreover, ML algorithms have 
been used in research to estimate wave energy transfer based on in-situ 
measurements. In various forecast horizons, ML models have achieved 
higher precision than physics-based models. In particular, an ANN was 
employed by Sanchez et al. [112] to predict the height of waves at a 
buoy station, with a mean absolute percentage error (MAPE) of 5.27%. 
Sequence-to-sequence (Seq2Seq) and long short-term memory (LSTM) 
networks were utilized by Pirhooshyaran and Snyder [113] to predict 
significant wave height (SWH) (Hs) and wave energy at several buoy 
locations. Their suggested methodology surpassed both competing net
works and the ML alternative, namely random forest (RF), in predicting 
Hs with an MAPE of 18.2%. 

ML methods can also be applied to map the spatial relationships 
between environmental elements. Oh and Suh [114] suggested a method 
that combines wavelet analysis, empirical orthogonal function analysis, 
and a neural network (EOF-NN) to estimate SWH for the subsequent 24 h 
at various sites with normalized root mean squared error (RMSE). The 
term “grey-box” refers to the attempts of researchers to create models 
based on a data-driven numerical model approach [115]. To train an ML 
model, these systems include the results of a physical model (like the 
National Centers for Environmental Predictions (NCEPs)) as features. 
Nenciolli and Quartly [116] established a multimodal method for 
locating a zone of wave characteristics, which was then validated using a 
universal wave model. Ibarra-Berastegi et al. [117] used an RF and a 
numerical model to provide short-term estimates of wave energy 
transfer from 1 to 24 h at five buoys, with mean absolute log differences 

of less than 20–60%. As opposed to traditional numerical model prod
ucts, relevant ML methods have been shown to be more accurate and 
need less processing power, providing a chance to enhance the quality 
and availability of wave data for a wide range of applications. With the 
use of an RF technique, as shown in Fig. 10, Chen et al. [118] developed 
a surrogate model that implements an ML strategy on numerical outputs 
to comprehend the spatial relation among input buoy data at specific 
locations inside the domain and the whole geographically scattered 
wave conditions across the domain. Using this strategy, the time 
required for the calculations was halved. This study demonstrates that 
the RF model can quickly and precisely estimate wave conditions across 
a region, and effectively assimilate measured data. This provides addi
tional benefits to existing physics-based wave models, especially in cases 
where computational power and transmission are restricted, such as 
with autonomous marine vehicles or during coastal and offshore oper
ations in remote locations. 

To better estimate wave height parameters using numerical models 
at various points along the Spanish coast, Gracia et al. [119] investigated 
several ML approaches before settling on a pair of models that include 
both the multi-layer perceptron (MLP) and gradient boosting decision 
tree (GBDT) methodologies. Their approach, as shown in Fig. 11, illus
trates the potential benefits of merging ML and numerical models by 
decreasing the variance of the numerical model estimations by an 
average of 36%. Additionally, they mentioned that accurate estimation 
of wave agitation is crucial for predicting natural disasters, path opti
mization, and secure harbor operation, and the proposed ML models can 
help improve the safety and efficiency of port operations. Although this 
study used numerical models as inputs for the ML models, the accuracy 
of the ML models depends on the accuracy of the numerical models. 
Additionally, this paper does not provide a detailed analysis of the 
patterns used by the ML models to improve the accuracy of the pre
dictions, which could limit the interpretability and generalizability of 
the results. In another study, Demetriou et al. [120] examined how to 
train supervised ML models to forecast significant wave heights by 
combining meteorological and structural data. In the ensemble classifier 
scenario presented in Fig. 12, they applied ANN and decision tree and 
found that combining meteorological and structural variables may 

Fig. 10. Random forest regression with in-bag and out-of-bag data for training and not for training, adopted from Chen et al. [118].  
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enhance classification performance depending on the network choice. 
However, it has been suggested that the augmentation of training pa
rameters may introduce undesirable overfitting, thereby lowering model 
generalization. Using the features of decision tree methods and Gini 
impurity index, a technique for assessing feature relevance has been put 
forward to alleviate this disadvantage, reiterating the advantage of 
structural features for model classification. However, the proposed 
method may not be suitable for extreme wave events or rare events that 
are not well represented in the training data. Moreover, this investiga
tion suggests two potential directions for future work: (i) testing the 

hypothesis on structures with a more pronounced dynamic footprint, 
such as surface buoys, which will likely result in higher classification 
accuracy due to the increased signal-to-noise ratio, and (ii) exploring 
deeper network techniques that are capable of extracting their own 
features. 

Huang and Dong [112] performed SWH estimation for the short-term 
forecasting by combining a decomposition technique with an LSTM 
network. An improved version of the robust ensemble empirical mode 
decomposition technique and recurrence quantification analysis were 
used to separate the underlying time-series dataset into deterministic 

Fig. 11. Increased numerical model accuracy using the ML techniques, MLP, and GBDT, as indicated by Gracia et al. [119].  

Fig. 12. Significant wave height prediction method proposed by Demetriou et al. [120].  
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and stochastic components, as illustrated in Fig. 13. In this method, the 
LSTM network estimates each decomposed series and the combined 
deterministic and stochastic estimations were applied to obtain the final 
forecasted SWH. According to their findings, the hybrid model per
formed better than the standalone LSTM network modified for the 
un-spliced signal. However, they did not compare the proposed hybrid 
model with other existing models for SWH prediction, so the general
izability of the findings is unknown. Furthermore, the computational 
requirements and feasibility of implementing the proposed hybrid 
model in real-time applications were not discussed. Despite these limi
tations, they suggested that future work should focus on reasonably 

selecting their input climatic factors to improve the proposed hybrid 
model’s performance. Specifically, their investigation recommends 
investigating the impact of wind speed and direction, air pressure, and 
water temperature on SWH predictions. 

The SWH was highlighted by Yang et al. [122] as the most crucial 
parameter in determining wave energy. However, accurate forecasting 
is difficult due to the complexity of the world’s oceans and the omni
present instability of natural ocean waves. As a result, they suggested a 
hybrid model termed STL - CNN – PE that combines a one-dimensional 
convolutional neural network (CNN) and positional encoding (PE) with 
a seasonal-trend decomposition approach based on loess (STL) to 

Fig. 13. Short-term prediction of significant wave height enhancement performed by Huang and Huang and Dong [121].  

Fig. 14. 1D CNN with the model proposed by Yang et al. [122].  
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effectively and correctly predict SWH. The suggested technique, shown 
in Fig. 14, produced more accurate prediction results than the single 
model. Compared to EMD-LSTM, STL–CNN–PE exhibited a considerable 
speed advantage and equivalent accuracy. The primary limitation of this 
study is that the linear interpolation method used to fill in the missing 
data is oversimplified. In contrast, other advanced data imputation 
methods handle missing values. 

Regressive SVM and MLP were both proposed by Mahjoobi [99] and 
Etemad-Shahidi [100] for predicting wave height. Krishna-Kumar et al. 
[98] were able to forecast the daily wave heights in various places using 
the growing and pruning radial basis function (GAP-RBF) network. The 
practical side, i.e., when dealing with the proper WEC structural 
component and working mechanism, and the economic side, i.e. deter
mining the viability of an ocean renewable energy project, depend on an 
accurate mapping and quantification of the wave energy at certain sites. 
This is sometimes done by examining data from buoys and, at other 
times, by employing numerical models of the deep ocean. 

Many researchers have been searching for appropriate ways to pre
cisely anticipate the oceanographic parameters, focusing on wave en
ergy production and wave height. Analogous to several time-series 
datasets, the published works on this topic includes soft computing, 
conventional statistical approaches, physics-based (numerical) models, 
and hybrid methods. Physics-based (numerical) models outperform 
others over long periods and across broader horizons [123]. The 

capacity of numerical models for forecasting the sea-state parameters 
has significantly improved due to the rise in sea-state parameter data 
and the ongoing breakthroughs in simulating the ocean waves dynam
ically [124]. 

Regarding statistical and soft-computing methods, neural networks 
(NN) with tailored input selection models have proven to be effective 
[125]. The European Center for Medium-Range Weather Forecasts 
(ECMWF) wave model was evaluated by employing MLP for 13 datasets 
[126]. Both ECMWF and the physics-based models were effective; 
however, the physics-based model had a smaller margin of error for 
forecasts with lead periods greater than 5 h. In addition, RNNs are 
among the best methods for predicting time series. Desouky and 
Abdelkhalik [127] and Sadeghifar et al. [128] used a network incor
porating a nonlinear autoregressive exogenous (NARX) model to fore
cast waves in the Caspian Sea and two locations along the Hawaiian 
Peninsula. Exposing various time-series properties through wavelet 
processing or wavelet NN is a popular technique to enhance the esti
mation precision [129,130]. 

Additionally, current methodologies have been kept up with soft 
computing techniques like SVM, ELM, sequential learning NN, fuzzy 
genetic algorithms, and ML applications [131,132]. When attempting to 
estimate the wave height in the Caspian Sea, the symbiotic organisms 
search (SOS) was proposed by Akbarifard and Radmanesh [133] to tune 
the factors of the forecasting systems. In addition, Duran-Rosal et al. 

Fig. 15. A standard multi-layer feedforward neural network architecture and DL technique with an MFO algorithm, adopted from Bento et al. [135].  
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[134] used a multi-objective evolutionary algorithm (MOEA) to train a 
NN classifier using hybrid basis functions to forecast imperative wave 
height segments. As a result of these studies, Bento et al. [135] devel
oped a novel strategy using a Deep NN as the optimal prediction engine. 
An advanced moth-flame optimization (MFO) technique was developed 
to optimize the system automatically. As shown in Fig. 15, their pro
posed approach applies forecasting skills to assess 13 datasets from sites 
across the Gulf of Mexico. Their network worked well at each location, 
over short-term views, surpassing statistical and numerical techniques. 
The proposed methodology can be used to forecast wave energy flux and 
other wave parameters, which is crucial for integrating wave energy into 
power grids. However, forecasting accuracy may be affected by external 
factors such as extreme weather events, which are difficult to predict. 
This paper also does not provide a detailed analysis of the economic 
feasibility of wave energy forecasting using the proposed methodology. 
Estimating the power production of an economical WEC named “Sear
aser” using a DNN and an LSTM layer, as depicted in Fig. 16, was 
investigated by Mousavi et al. [136]. They established a scatter plot for 
power production by wind speed and used intermediate values to pre
dict power production at different wind speeds. Their findings showed 
that the LSTM network is more accurate and faster at predicting power 
in terms of height than numerical solutions. Their results provided a 
significant relation between wind speed and output power, which was a 
main limitation in the previous studies. They also offered future work 
plans, including, investigating the effect of different wave conditions on 
the power output, comparing the proposed LSTM with other ML tech
niques, developing a control system for the Searaser WEC, and con
ducting experimental studies to validate the results of the proposed 
LSTM method. Similarly, Jorge et al. [137] integrated bathymetric data 
with LSTM neural networks to forecast and recreate shoreline SWH. 
Specifically, they utilized bathymetric data from 2004 to 2017 with 
respect to the ETD sandbanks and the sea state time series and meteo
rological data from nearby buoys. The network was adjusted using 
Bayesian hyperparameter optimization. The quality of LSTM for signif
icant wave height recreation, short-term forecasts, and long-term fore
casts increased with the inclusion of the bathymetries by 16.7%, 
7.4–11.7%, and 8.8–9.1%%, respectively, in terms of RMSE. Deep FFNN 
and other cutting-edge ML techniques were far behind LSTM. The sug
gested technique for SWH reconstruction employs a parallel LSTM 
structure (P-LSTM), which has an RMSE of 0.069 m. 

Liu et al. [138] proposed a prediction model using genetic algorithms 
and ML techniques in the simulation of ocean waves. The main aim of 
this study is to demonstrate converters in various wave periods, wave 
heights, and water depths. Their investigation resulted that additional 
technological issues in this sector could be solved by improving 

converters. Gomez-Orellana et al. [139] developed a new software tool 
with a user-friendly guidance interface to estimate outcomes by 
combining meteorological data from two sources, in which they utilized 
the most up-to-date ML techniques. Butt et al. [140] offered a brand-new 
approach to forecasting systems using artificial intelligence and found 
that the impact on the systems during the following 24 h would be 
practical in terms of enhanced maintenance procedures. Cheng et al. 
[141] employed a long short-term memory (LSTM) approach to estimate 
electricity consumption. After testing three different AI techniques, the 
results showed that the prediction errors of the LSTM, that is, the MAPE, 
decreased by 21.8%. Lin et al. [142] investigated and improved the 
energy prediction of systems using LSTM error. They concluded that the 
output findings of the LSTM algorithm are more reliable and precise 
than those of preceding techniques. 

The duration of a wave’s strength may vary greatly from a few sec
onds to several decades. The need to consider WEC optimization, PTO 
control, survivability, and power forecast and management partly arises 
from this high temporal variability. Temporal variations can be divided 
into three distinct time frames: short-, medium-, and long-term. The 
height, timing, and direction of the short-term fluctuation are randomly 
altered and may range from seconds to minutes. Since the issue of 
controlling WEC is usually not causal, Fusco and Ringwood [143] 
investigated the need for short-term prediction in real-time control. 
Several prediction techniques are described in Refs. [143–147], 
including the Bayesian learning approach and the autoregression model 
(AR), autoregressive with exogenous input (ARX), autoregressive mov
ing average model (ARMA), autoregressive moving average with exog
enous inputs (ARMAX), and NARX techniques. Additionally, short-term 
volatility causes a high peak-to-average energy ratio and highly variable 
instantaneous wave power, necessitating additional design work to 
stabilize the WEC collected energy, for instance, PTO technology with 
accumulators for smoothing high-frequency power. An hourly and/or 
daily shift in the wave spectrum is an example of a medium-range 
alteration. Precise wave estimation over 1–72 h is needed for energy 
projection and WEC maintenance since such variance may cause issues 
with the energy treatment system of WEC farms [148]. Wave power is 
more predictable than other renewable energy sources [149], and the 
significant wave height can be correctly estimated for up to two days in 
advance [150,151]. Additionally, connecting WECs with wind turbines 
or constructing WEC arrays helps to smooth power production around 
medium-range fluctuations. Long-term variability refers to monthly, 
seasonal, and inter-annual variability as well as intra-annual and 
inter-annual variability. Inter-annual variability also includes wave en
ergy changes over decades. The wave strength is typically highest in 
winter and lowest in summer. Determining deployment locations and 

Fig. 16. Architecture of an LSTM layer in a recurrent neural network, adopted from Mousavi et al. [136].  
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design capacity ratings should consider inter-annual variability because 
it significantly affects the lifespan performance of WEC farms 
[152–155]. To construct renewable energy technologies, Penalba et al. 
[156] researched data-driven long-term met ocean data forecasting, 
which includes the study of wave, wind, current, and tidal conditions. 
Short-, medium-, and long-term assembled ocean data were used to 
establish the forecasting horizons. To make predictions, they used three 
distinct ML methods, including RF, SVM, and ANN, as illustrated in 
Fig. 17. The historical resource is characterized in the Bay of Biscay, 
including the different long-term trends identified based upon the 
dataset obtained via the SIMAR model ensemble. An alternative interval 
prediction approach is presented for three other wave height dis
cretization levels, showing more significant potential for long-term met 
ocean data forecasting. The study concluded that the three ML models 
successfully reproduced the dataset’s general trend but had trouble 
duplicating specific peak values. This investigation also suggested that a 
more thorough study of the alternative classification approach will 
significantly improve the results. Another alternative for future studies 
could be a hybrid model that integrates a statistical prediction model 
with a long-term data-driven correction model. 

To forecast the output of a WEC, Ni et al. [157] employed DL tech
niques. When comparing various DL approaches, they found experi
mental evidence that high-frequency waves could immediately impact 
modeling efficiency. In the simulations presented in the latest studies, a 
strong relation between wind speed and output power was proposed, 
which realized two crucial issues in WEC enhancements and electrical 
power output, including the development of a precise estimation for 
optimizing efficiency and predicting energy output directly from wind 
speed. Another study by Ali et al. [158] compared DL models with 
advanced extreme learning machines (AELM) for forecasting peak wave 
energy periods. They designed an ELM model using the partial 
auto-correlation coefficient-based lagged inputs to generate a 
half-hourly peak wave power period (Tp). M5tree, conditional 
maximization-based multiple linear regression (CM-MLR), MLR, and DL 
models, such as CNN and RNN, were compared to demonstrate their 
predictive potential. Their findings revealed that the ELM model could 
produce considerably precise estimations of the half-hourly Tp in a 
selected coastal study zone, compared to the DL method. However, the 
study only considered the Tp as the forecasting parameter, and other 
parameters that affect wave energy generation, such as wave height and 
direction, were not considered. Fig. 18 presents a graphical flowchart of 
the proposed approach [158]. Other recent investigations focusing on 
wave characteristics and wind speed prediction and estimation utilizing 
ML and DL techniques are presented in Table 1. As can be seen, most 
studies used DL approaches, such as CNNs and RNNs, with different 
preprocessing techniques to accurately predict several vital 

meteorological parameters in WEC power production. 
Although several different WECs have been developed and deployed 

over the years, the high levelized cost of energy (LCoE) of converting 
waves into useable electricity means they are not yet commercially 
feasible [169]. To this end, several control techniques have been pre
sented in the scientific literature [170]. In light of this, Zou et al. [171] 
designed a control system for advanced WECs that boosts the efficiency 
of wave-to-wire power transmission (global point of view). Their goals 
included creating a dynamic modeling of the wave-to-wire behavior of a 
WEC and an accompanying numerical scheme, for the performance 
validation of the proposed control scheme using RL in natural ocean 
conditions. The recommended model is shown graphically in Fig. 19. 
The results revealed that RL improved the power quality from 23% to 
84% regarding operating efficiency and power variation. 

Li et al. [172] created an AI-based constraint non-causal wave energy 
control technique, addressing non-causality by employing AI to predict 
future wave forces online. Using the previous free-surface elevation, 
they made an FFNN to estimate the forthcoming wave load. In their 
study, a real-time discrete control method was devised and applied in a 
bi-oscillator WEC while considering the response amplitude restrictions. 
A state-space hydrodynamic model was used to simulate the dynamic 
response and the wave power extraction. The decrease in power 
extraction is mainly due to phase error, while amplitude error has a 
minimal effect. The WEC oscillation is amplified as the resistance load of 
the PTO system is offloaded occasionally. The PTO system converts the 
relative motion between the two oscillators into energy. In this study, 
the PTO system is represented by a linear damper. After the PTO is 
reloaded, the WEC oscillation is amplified, thus increasing the efficiency 
of wave power capture. A link between the power capture efficiency and 
the constraint on control was also identified. Finally, their findings 
showed that the devised real-time control method improved the power 
collection significantly at the cost of increasing the system’s motion. 
Fig. 20 illustrates the proposed model. 

Amini et al. [173] aimed to optimize the HPTO system parameters 
for a point absorber WEC in the wave dataset in Perth, on the Western 
Australian coasts. The study used ten optimization approaches, 
including the Nelder-Mead search method, Active-set method, Sequen
tial quadratic Programming method (SQP), Multi-Verse Optimizer 
(MVO), and six modified combinations of genetic, surrogate, and 
fminsearch techniques, to solve the nonlinear problem and identify the 
HPTO system parameters that yield the greatest power output. Their 
investigation also examines the effect of HPTO parameters, namely the 
piston area, volume, and pre-charged pressure of the low-pressure gas 
accumulator (LPA) and the volume of the high-pressure gas accumu
lator. The main finding of this study was that power output appears to be 
a function of wave height. The combination of modified genetic and 

Fig. 17. Forecasting ranges and methodology proposed by Penalba et al. [156].  
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surrogate models and fminsearch function were found to be the most 
effective in the studied wave scenario in terms of the interaction be
tween the variables of the PTO system. 

Bruzzone et al. [174] suggested the application of a RL algorithm 
with the Q-learning technique to manage an onshore wave energy 
converter to optimize electric power production in the sea state. The 
proposed OWC WEC had a straightforward and economical design 
featuring a floating rocker arm that oscillates and moves a 4-bar linkage 

in the vertical plane, as well as a mechanical rectifier composed of two 
one-way clutches and a multiplier gearbox, which define the PTO sys
tem. They also used the RL algorithm to adjust the generator 
speed-torque ratio dynamically. In their study, the hyperparameters of 
the RL algorithm were modified to improve the speed of convergence 
and the quality of the generated power. Furthermore, using off-the-shelf 
transmission elements and avoiding linear electrical generators lead to a 
lower cost. 

Another studies by Anderlini et al. [175] and Anderlini et al. [176] 
focused on the control of point absorber WEC using the RL algorithm. A 
HPTO unit is selected due to its robustness, capacity for energy storage, 
and speed control. They suggested using RL for the real-time, model-free 
optimal control of WECs. The aim was to create an RL-based passive 
control system utilizing the Q-learning algorithm, focusing on a single, 
axisymmetric device for simplicity and examining only heaving 

Fig. 18. Peak wave energy period forecasting method presented by Ali et al. [158].  

Table 1 
Recently published papers for predicting wave characteristics and wind speed 
using DL techniques.  

Author(s) Predicted 
parameter(s) 

Method Pre-processing 
technique 

Refs. 

Meng et al. Wave height, 
wind speed 

BiGRU – [159] 

Wang et al. Mean wave 
period 

DNN Standard deviation [160] 

Wei et al. Wave 
conditions 

LSTM Standard [161] 

Saxena 
et al. 

Offshore 
wind speed 

CNN; LSTM; 
Bidirectional LSTM 

EEMD [91] 

Chen et al. Wind speed CNN + LSTM ELM [162] 
Hu et al. LSTM-DE + HELM DE [163] 
Wei et al. CNN + GRU  [164] 
Yan et al. Hybrid LSTM +

DBN 
Singular spectrum 
decomposition 

[165] 

Zhang et al. Casual 
convolutional 
gated recurrent 
unit 

Multiple 
decompositions 

[166] 

He et al. MLP, LSTM, 
ARIMA 

EMD [167] 

Golparvar 
et al. 

Gaussian Process 
Regression 

– [168]  

Fig. 19. Block diagram of the DRL control, adopted from Zou et al. [171].  
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motions. The primary purpose of using RL was to find the optimal 
control policy for the WEC by maximizing the expected cumulative 
reward. Thus, the study only concentrated on developing RL-based 
passive control, and other control strategies, such as latching or pre
dictive control, were not compared. In addition, they only assumed that 
the force and displacement constraints are not reached to a threshold 
values in all cases; therefore, the performance of the proposed algorithm 
under extreme conditions was not evaluated. 

3. Conclusion 

With rapid population growth over the past few decades, the rising 
energy demand and energy usage in different areas are apparent. Thus, 
there is a pressing need to fulfill this demand with renewable energy 
sources due to the scarcity of fossil fuels and the rapid development of 
new technologies in recent years. Variability and unpredictability in 
utilizing renewable energy are directly attributable to the effects of 
climate change. Therefore, it is pertinent to forecast the power output of 
systems that employ these resources to strike a balance between the 
supply and demand of energy. Because of this, there are now fascinating 
new opportunities and threats to energy infrastructure. The introduction 
of sophisticated new devices like “smart” grids, “smart” sensors, and so 
on has also resulted in the discovery of a wealth of formerly untapped 
statistical data. In recent years, it has become crucial for wave energy 
converters to use historical data to achieve their primary objectives. 
Consequently, data-driven models based on AI have contributed to 
accelerating the process and enhancing approaches to satisfy this 
requirement and energy consumption. In recent years, significant 
progress has been made in the latest and practically relevant AI models, 
namely, ML and DL. 

Nowadays, numerous industries and applications employ ML and DL 
techniques, including the wave energy sector. This discipline particu
larly focuses on short-, medium-, and long-term forecasting, as well as 
optimization-related subjects. This research demonstrates that ML and 
DL architectures provide satisfactory performance for such applications. 
However, every model has advantages and disadvantages and should be 
used only when certain conditions are met. Because of the superior 
performance of each model in a distinct setting, it is challenging to 
employ a single model. 

This study highlights current ML and DL experiments for substantial 
wave energy converters and wave characteristic prediction applications. 
This study suggests that various algorithms should be used more often in 
particular sectors. For instance, the ANN method has been utilized in 
most of the published optimization studies. The SVM, ANN, MLP, and 
Random Forest techniques are primarily trained to determine wave 
features, especially in terms of ensemble learning. In addition, the ocean 
wave energy industry may extensively use several recent DL algorithms 
due to their various characteristics and advantages. Some of these 

algorithms, including CNN and RNN with LSTM and GRU layers, may be 
utilized in this industry to solve issues that are sometimes quite 
complicated and have a data shortage. We anticipate that more publi
cations and research will employ these methods as DL develops, and this 
subject advances. It should be emphasized that the majority of research 
done in the area of predicting wave features is concerned with short- 
term time horizons. These investigations aim to produce an expanded 
model that increases prediction accuracy, decreases error, and shortens 
computation time and expense. 

In this paper, we have made an effort to review all the algorithms, 
from the most recent and least discussed to the most widely used. This 
study indicates that additional research is needed on various subjects, 
such as long-term predictions of wave features and wave energy gen
eration. The real-time control of WEC devices has enabled the latest 
developments. To achieve this, many methods using ML and DL models, 
including ANN and deep RL, have been developed. These methods strive 
to enhance the latching and declutching control of PTO systems. How
ever, there are not enough studies for estimating energy production 
employing AI-based algorithms in optimized PTO systems. Despite 
projecting the yearly energy output using AI-based algorithms, some 
research concentrated on optimizing PTO settings without anticipating 
the power production changes created by these devices. Therefore, it is 
essential to focus on these subjects in future research. Moreover, future 
researchers are advised to make efforts, document the outcomes of their 
work reports, and couple mathematical and empirical models with ML 
and DL algorithms to further enhance this study area. 
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