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Abstract

The non-causal optimal control law for wave energy converters leads to a requirement of
predicting waves and wave forces over a future horizon. Using examples of generic body
shapes and oscillation modes, the authors show through computations of the velocity ref-
erence trajectory how the length of prediction horizon required to reach the maximum
power output depends on the level of dissipative losses in the conversion chain . The sen-
sitivity to noise is discussed, and so is the use of filtering to improve performance when
the available prediction horizon is short or predictions are inaccurate . Considerations are
also made for amplitude constraints and other effects encountered in a real system. With
realistic assumptions for the level of dissipative losses, results indicate that the prediction
horizon needed to approach the maximum achievable power output for real systems ranges
from only a few seconds up to about half a wave period, which is shorter than that has gen-
erally been assumed earlier.

1 INTRODUCTION

Early wave energy research revealed the frequency domain rela-
tionships for optimal conversion of ocean wave energy to useful
forms [1, 2].

However, the conversion of these relations to the time
domain results in non-causal impulse response functions [1–3],
and convolution terms that can only be evaluated with future
knowledge of the wave elevation, excitation force or device
motion [2–5].

The question of how to obtain the required future informa-
tion has been addressed by many authors. Falnes [1] empha-
sised the importance of the memory kernel, i.e. the inverse
Fourier transform of the radiation impedance, in identifying the
required prediction horizon. This was further studied by Fusco
and Ringwood [6] who quantified the required horizon for dif-
ferent sizes of floating spheres and cylinders working in the
heave mode. In Price et al. [7], the coherence of ocean waves
was discussed, and a clear distinction between remote and local
monitoring was made for gathering the necessary wave infor-
mation to feed an optimal control algorithm. The authors also
introduced the premonition time; the time difference between
required horizon and the coherence time based on available
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monitoring of the waves. Furthermore, Mérigaud and Ring-
wood [8] provided an excellent review of the stochastic repre-
sentation of ocean waves, and showed how an optimal predictor
can be constructed based on a chosen combination of remote
and local monitoring points.

The main contribution of the current paper is to investigate
how dissipative losses in the system influence the limits of max-
imum power output under optimal control. The work is heavily
inspired by the mentioned work of Fusco and Ringwood [6].
Based on a thorough analysis of the dynamic properties of the
system, they computed the capture width ratio as function of
the prediction horizon, and also introduced a filtering of the
optimal transfer function to reduce the prediction requirement
that is further studied here. However, although they did identify
the radiation damping as the governing parameter for the
prediction requirements, they did not provide an analysis of
the effect of damping due to losses. This is provided here, and
the investigation is extended to a selection of generic concepts
for wave energy conversion: A spherical body oscillating in
surge or heave, floating or submerged, and a bottom-hinged
oscillating flap. Most proposed concepts for the harvesting
of wave energy by oscillating bodies are covered by, or may
be seen as a combination of these generic concepts. Even the
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hydrodynamic behaviour and prediction requirements for
oscillating water columns (OWCs) may be anticipated from the
study of these concepts, as OWCs share with the floating sphere
in heave the property of being source mode wave radiators.
Assuming a JONSWAP spectrum for the incident waves, the
sensitivity to sea state parameters and prediction accuracy is also
studied. Note that the discussion of prediction algorithms is not
in the scope of the paper, however, the reader is encouraged to
find more information about this in [9–14].

The remainder of the paper is structured as follows; In Sec-
tion 2, the theory behind the system dynamics and computation
of useful power as function of available prediction horizon and
loss coefficient is explained in detail. In Section 3, the chosen
generic concepts are defined, and their hydrodynamic proper-
ties are described. The results of the required prediction horizon
and its sensitivity to the system loss, energy period, prediction
accuracy, shape factor and amplitude constraint are given in Sec-
tion 4. The discussion of the results follows in Section 5, before
conclusions are summarised in Section 6.

2 THEORY

This section presents the equation of motion for a single-
mode wave energy converter, and summarises the corre-
sponding properties of optimal velocity for maximum power
output.

2.1 Time domain model

The equation of motion for a single-mode wave energy con-
verter with position 𝜂(t ) and velocity 𝜈(t ) = �̇�(t ) can in the time
domain be written as [1],

(M + M∞ )�̇�(t ) + ∫
t

0
𝜈(𝜏)k(t − 𝜏)d𝜏 + Rl 𝜈(t ) + Sb𝜂(t )

= Fexc(t ) + FPTO(t ), (1)

where Fexc(t ) is the wave excitation force and FPTO(t ) is the
power take-off (PTO) force that is used to convert the mechani-
cal energy to useful energy. Note that FPTO(t ) excludes machin-
ery losses, which are included in the loss term Rl 𝜈(t ). The dis-
sipative loss coefficient Rl represents the total losses, which
for the sake of simplicity and for maintaining the focus of this
paper have been linearised, and which typically include hydrody-
namic drag, machinery friction and flow losses. The linearisation
results in the loss term being proportional to the velocity. Fur-
thermore, M is the mass of the wave-absorbing body, M∞ is the
limit of added mass at infinite frequency and Sb is the hydrostatic
stiffness coefficient.

For a rotational mode with rotation angle 𝜂(t ) = 𝜃(t ) and
angular velocity 𝜈(t ) = �̇�(t ), the same equation is valid provided
excitation and PTO forces are replaced by the corresponding
torques 𝜏exc(t ) and 𝜏PTO(t ), and mass, damping and stiffness
are replaced by moment of inertia I𝜃 , angular damping R𝜃 and

angular stiffness S𝜃 . Moreover, it is assumed that 𝜃 is small, i.e.
−30◦ < 𝜃 < +30◦, for the following reasons [15]:

∙ The buoyancy restoring coefficient remains constant for
small angles.

∙ Due to the effect of wave torque decoupling, the hydro-
dynamic coefficients such as radiation resistance and added
inertia are independent of angular position.

Equivalent linearisation [15–17] may be used to represent loss
terms like viscous drag, Coulomb friction and pressure drop
over orifices in this linearised model.

2.2 Frequency domain model

In the frequency domain, the equation of motion can be
expressed as(

j𝜔M + Zr (𝜔) +
Sb

j𝜔

)
 (𝜔) + Rl  (𝜔)

= Fexc(𝜔) + FPTO(𝜔), (2)

where Zr (𝜔) is the radiation impedance due to radiated waves
from the body’s motion. It can be decomposed as

Zr (𝜔) = Rr (𝜔) + j𝜔Mr (𝜔) = Rr (𝜔) + j𝜔[Ma (𝜔) + M∞], (3)

where Rr (𝜔) is the radiation resistance, also called radiation or
wave damping, which is a real and even function in the frequency
domain, and consequently, the corresponding impulse response
function is also real and even. Furthermore, Ma is the added
mass less its limit when the frequency goes to infinity, M∞,
which will then cancel out the singularity of the total added mass
Mr (𝜔) at infinite frequency. The equation of motion, (2), can be
written in a compact form of:

 (𝜔) =
1

Zi (𝜔)

(
FPTO(𝜔) + Fexc(𝜔)

)
, (4)

where Zi (𝜔) is the intrinsic impedance and can be defined
as

Zi (𝜔) = j𝜔M + Zr (𝜔) + Rl +
Sb

j𝜔
, (5)

= Rr (𝜔) + Rl + j

(
𝜔(M + Mr (𝜔)) −

Sb

𝜔

)
, (6)

= Ri (𝜔) + j Xi (𝜔). (7)

Furthermore, the PTO force is written:

FPTO (𝜔) = Zu (𝜔) (𝜔), (8)
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3436 SHAHROOZI ET AL.

where Zu (𝜔) is the load impedance. Here, the definition of pas-
sive and reactive control can be distinguished as follows: in pas-
sive control, the PTO force is applied in a pure braking fashion,
such that the optimum condition becomes Zu (𝜔) = −|Zi (𝜔)| =
−
√

R2
i (𝜔) + X 2

i (𝜔), while reactive control allows for power
reversal and use of reactive power, where the optimum is char-
acterised by impedance matching, Zu (𝜔) = −Z∗

i (𝜔) where ∗

denotes complex conjugate. The maximum average absorbed
power achieved by reactive control is usually considerably larger
than passive control [1, 18, 19].

Based on this, the optimal velocity for the maximum wave
energy extraction becomes [4]:

opt(𝜔) =
1

Zi (𝜔) + Z∗
i (𝜔)

Fexc(𝜔), (9)

=
1

2Rr (𝜔) + 2Rl
Fexc(𝜔), (10)

= Hopt(𝜔)Fexc(𝜔), (11)

which defines the frequency response Hopt(𝜔) for maximum
power conversion. In this case, half of the average wave exci-
tation power would be absorbed and the other half partly re-
radiated and partly dissipated due to losses.

2.3 Non-causality of real-time control
system in time domain

Given (11), the optimal velocity can be written in the time
domain as the convolution integral of the optimal transfer func-
tion and the excitation force:

𝜈opt(t ) = ∫
∞

−∞

hopt(𝜏) fexc(t − 𝜏)d𝜏. (12)

One of the peculiarities of wave energy control is that the
impulse response hopt(t ) becomes non-causal [20]: In order to
compute the optimal velocity at time t , information about the
excitation force is needed for both the period before and after t .
The reason for this non-causality is the memory effect of wave
radiation: The current hydrodynamic force due to self-motion
of the device does not depend only on the current motion, but
also on the previous motion. The resulting non-causality of the
impulse response hopt(t ) leads to the need for future knowledge
of the excitation force. This impulse response function is the
inverse Fourier transform of the optimal transfer function and
may be written as:

hopt(t ) =
1

2Rl
𝛿(t ) + kopt(t ), (13)

kopt(t ) = −1
{

Hopt(𝜔) −
1

2Rl

}
, (14)

where 𝛿(t ) is the Dirac delta function. The inverse Fourier trans-
form of Hopt(𝜔) tends to a constant value as 𝜔 → ∞, thus
the mathematical definition of kopt(t ) given above is required
for the inverse Fourier transform to be well-defined. From the
causality perspective, hopt(t ), and kopt(t ) have the same charac-
teristics as they only differ at time t = 0 [4].

The sub-optimal finite-horizon velocity is introduced by truncating
the convolution integral in (12), and it is defined as:

𝜈
Th
opt(t ) =

1
2Rl

fexc(t ) + ∫
∞

−Th

kopt(𝜏) fexc(t − 𝜏)d𝜏, (15)

where the integral is truncated at the non-causal side (t < 0)
of the impulse response, kopt(t ). This will be referred to as
single truncation, while the term double truncation is used for the
case where the integral is truncated at both sides to match the
evenness of kopt, i.e. when the integration limits are taken as
[−Th, +Th]. It is further assumed that the excitation force is
known accurately over the applied horizon, such that the sub-
optimal velocity approaches the optimal velocity as the horizon
becomes large; 𝜈opt = limTh→∞ 𝜈

Th
opt.

The deviation of sub-optimal velocity form the optimal
velocity, i.e. caused by this truncation, is expressed via goodness
of fit (GoF):

GoF (Th ) = 1 −

√√√√Σ(𝜈opt − 𝜈
Th
opt )2

Σ𝜈2
opt

. (16)

2.4 Useful power

The useful power is computed as the difference between
absorbed power, Pa = Pe − Pr , and loss power Pl , [1]:

Pu = Pe − Pr − Pl , (17)

where Pe is the excitation power and Pr is the radiation power.
These power measures are derived in the time domain simply as
follows:

Pe (t ) = Fexc(t ) 𝜈(t ), (18)

Pr (t ) = Fr (t ) 𝜈(t ) = 𝜈(t ) ∫
+∞

−∞

rr (𝜏) 𝜈(t − 𝜏) d𝜏, (19)

Pl (t ) = Fl (t ) 𝜈(t ) = Rl 𝜈
2(t ), (20)

where Fr (t ) and Fl (t ) are the radiation and loss force, respec-
tively, and rr (t ) is the impulse response of the radiation resis-
tance Rr (𝜔).

Finally, the converted useful energy is the integration of Pu in

time over the full length Tf of the time series, Eu = ∫ Tf

0
Pudt ,

such that the average useful power is given by Pu = Eu∕Tf . The
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SHAHROOZI ET AL. 3437

maximum value for Pu under the assumption of linearity, uncon-
strained motion and perfect knowledge of the future excitation
force is well known [1, 2], and it can be computed directly as a
combination of Equations (8) and (11):

Pu,max(𝜔) =
Fexc(𝜔) Fexc(𝜔)∗

8
(
Rr (𝜔) + Rl

) . (21)

Denoting the idealised maximum useful power without losses
(Rl = 0) by Pi

u , the following relation may be straightforwardly
derived:

Pu,max(𝜔)

Pi
u

=
1

1 + Rl ∕Rr (𝜔)
(22)

which equals to one in the case of zero loss damping, Rl = 0.
It shows how the extractable power depends strongly on the
loss damping.

3 METHOD

3.1 Generic wave energy converter concepts

The following generic concepts for wave energy converter
(WEC) are considered in this study:

∙ Floating sphere, oscillating in surge or heave
∙ Submerged sphere, oscillating in surge or heave
∙ A bottom-hinged flap, oscillating about a mean position of 0

or −30◦.

This makes a total of six configurations for single-mode oscil-
lation, as illustrated in Figure 1, and with properties as listed in
Table 1. The floating sphere has a draft equal to its radius and
the submerged sphere has a distance of one diameter from its
centre to the mean water level. The geometry of the bottom-
hinged flap is adopted from [21] where a wide rectangular flap
is located with 0.5 m gap from the seabed, while protruding 1.5
m above the mean free surface when upright. For the sake of
simplification, the flap edges are here kept sharp-edged, and not
rounded as they should be to reduce vortex shedding in a real
device. Within the linearity assumption used in this study the
results are not sensitive to how high the device reaches above
the surface.

3.2 Hydrodynamic coefficients

The hydrodynamic coefficients (radiation resistance, added
mass and excitation force coefficients) for generic concepts
were computed by use of the potential flow solver WAMIT
[22]. The geometry for the bottom-hinged flap was modelled
in AeroHydro’s MultiSurf software [23]. For all the geometries,
the shape is defined with the high-order panel method. To mesh
the geometry of the bottom-hinged flap in MultiSurf a total of

FIGURE 1 Illustrations of the generic concepts studied. A notional
power take-off (PTO) is included to indicate the power extraction in each
mode of motion. (a) Floating sphere, surge or heave (two configurations). (b)
Submerged sphere, surge or heave (two configurations). (c) Bottom-hinged
flap, with mean position 0 or −30◦ angle (two configurations)

59,835 panels were used. The floating and submerged spheres
were defined analytically in WAMIT with a maximum panel
length of 0.2 m.

For each generic concept, the radiation resistance, added
mass and excitation force coefficient are depicted in Figures 2,
3 and 4, respectively. Note that the functionality for removal
of irregular frequencies [22] has not been used, giving traces
of singularities in some of the presented curves. The radia-
tion damping and excitation force coefficients, are connected
through reciprocity relations, cf. [1]. For the submerged sphere
and the hinged flap, these hydrodynamic coefficients are some-
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3438 SHAHROOZI ET AL.

TABLE 1 Properties of the generic concepts studied (see also Figure 1)

Parameter Description Value

Floating sphere

r Radius 5 m

d Equilibrium draft 5 m

h Water depth Deep water

𝜏float
0,1 Time constant, surge 0.44 s

𝜏float
0,3 Time constant, heave 0.93 s

Submerged sphere

r Radius 5 m

s Equilibrium submergence 5 m

h Water depth Deep water

𝜏sub
0,1 Time constant, surge 1.17 s

𝜏sub
0,3 Time constant, heave 1.17 s

Bottom-hinged flap

W × L × H Width × Thickness × Height 18 m × 1.8 m × 12 m

zh Vertcal hinge position −10.5 m

h Water depth 11 m

𝜃0 Equilibrium angle 0 and −30◦

𝜏0,0◦ Time constant, upright 0.58 s

𝜏0,30◦ Time constant, inclined 0.77 s
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2
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0 2 4 6 8 10
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(a)

(b)

(c)

FIGURE 2 Radiation resistance for all geometries and modes of motion.
(a) Submerged sphere. (b) Floating sphere. (c) Bottom-hinged flap
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FIGURE 3 Added mass for all geometries and modes of motion. (a)
Submerged sphere. (b) Floating sphere. (c) Bottom-hinged flap
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FIGURE 4 Excitation force and torque coefficient for all geometries and
modes of motion. (a) Submerged sphere. (b) Floating sphere. (c)
Bottom-hinged flap
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SHAHROOZI ET AL. 3439

what similar in terms of frequency range. The floating sphere
differs from the two other concepts, where both excitation and
radiation for the surge mode are shifted towards higher frequen-
cies, and for the heave mode towards lower frequencies. Note
also that the floating sphere in heave mode is the only concept
that retains excitation as the frequency approaches zero, and
that the inclined flap has larger radiation and excitation than the
upright flap.

3.3 Waves and excitation

In this study, to compute the excitation force and torque,
the JONSWAP spectrum [25] is assumed for the wave
elevation:

SJ (𝜔) = A𝛾 SPM(𝜔 ) 𝛾
exp

(
−0.5

(
𝜔−𝜔 p

𝜎 𝜔p

)2)
, (23)

where 𝛾 is a non-dimensional peak shape parameter, and 𝜎 is
the spectral width parameter (𝜎 = 𝜎a = 0.07 for 𝜔 ⩽ 𝜔p, 𝜎 =
𝜎b = 0.09 for 𝜔 > 𝜔p), A𝛾 = 1 − 0.287 ln(𝛾) is a normalizing
factor and SPM is the Pierson–Moskowitz (PM) spectrum given
by

SPM(𝜔) =
5
16

Hs
2𝜔p

4𝜔5 exp

(
−

5
4
𝜔

𝜔p

)
. (24)

Here, Hs is the significant wave height and𝜔p is the peak angular
frequency of the spectrum.

The excitation force (or correspondingly, excitation torque) is
now computed as a superposition of frequency components 𝜔i

according to

Fexc(t ) =
∑

i

ai cos
(
𝜔i t + ∠ f (𝜔i ) + 𝜙i,rand

)
, (25)

ai = | fexc(𝜔i )|√2SJ (𝜔i )d𝜔, (26)

where fexc(𝜔i ) is the complex excitation force coefficient, and
ai is the amplitude corresponding to each component of the
excitation spectrum Sexc(𝜔i ) = | fexc(𝜔i )|2 SJ (𝜔i ). The phase is
randomised through the parameters 𝜙i,rand which is evenly dis-
tributed over ]0, 2𝜋[.

The study is focused on sea states with energy periods of
6.5, 9.5 and 12.5 s which represent the lower, middle and upper
range for typical wave climates relevant for wave energy utilisa-
tion in general, whereas the full data set includes energy periods
ranging from 3.5 to 15.5 s with steps of 0.5 s. Wave climate infor-
mation for various coastal sites around the world can be found
in [24–27]. The JONSWAP shape factor, 𝛾, was considered 3.3
while in the full data set, it varied between 1.0 and 5.0 in steps of
0.1. The significant wave height of 2.5 m was used throughout,
except when amplitude constraints were considered, where the
range 0.5–12.5 m was considered.

A time series duration Tf of 30 min is used for the computa-
tion of GoF and average useful power.

FIGURE 5 Information flow in the computation of goodness of fit
(GoF) and power output as function of prediction horizon Th . (1) The
estimated excitation force, F̂exc(t ), and the corresponding spectrum, Ŝexc(𝜔), is
here assumed to be known. In reality, it is has to be computed by Kalman
filtering or other methods e.g. (see [18, 28–33]), and the optional filtering has to
be done carefully not to distort the phase of the signal

3.4 Main variables: Prediction horizon and
loss coefficient

The course of the computation is depicted in Figure 5, which
shows where the prediction horizon length Th and loss coeffi-
cient Rl enter the problem to compute the GoF and average
useful power, which are the main outputs considered.

The length Th of the prediction horizon is varied from 0.0
to 15 s, which is found sufficient to reveal the characteristics
of the studied generic concepts. The optimal power is achieved
for the infinite prediction horizon which here is approximated
as the maximum available time of the impulse response func-
tion, kopt(t ). Choosing the range of loss damping is somewhat
more difficult. As the details of the conversion machinery is not
considered in this study, an educated guess has to be applied for
the losses involved. The applied range of losses has been cho-
sen based on considerations of expected hydrodynamic drag,
which when linearised sets a limit for the minimum expected
total loss. Following this approach, the range for Rl has been
selected as [5, 100] kNs/m in all oscillation modes for the float-
ing and submerged sphere, and as [2, 100] MNms for the hinged
flap. To put this in context, for the floating sphere in heave and
the bottom-hinged upright flap the lower bounds are found to
give an average efficiency 𝜂 = Pu∕(Pu + Pl ) of about 0.9 in the
sea state with significant wave height Hs = 2.5 m and energy
period Te = 9.5 s.

The frequency response of the optimal transfer function (11)
and the impulse response function are plotted in Figures 6 and
7, respectively, for all generic concepts. An optional filtering
is applied in order to reduce the prediction requirements and
non-causality of the optimal velocity, cf. [4, 18]. The filtering
is done by excluding the frequency range where the excitation
spectrum is below a certain threshold, as further explained in
Subsection 3.5.

The optimal impulse response function is also illustrated for
different loss damping in Figure 8 which shows that increasing
the losses decreases the value at t = 0 and gives faster decay
with distance from zero time.

3.5 Other variations

In addition to what is described above, the following considera-
tions have been made:
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FIGURE 6 Frequency response Hopt(𝜔) of the optimal transfer function
between the excitation force and optimal velocity for all generic concepts and
damping value Rl= 25 kNs/m, and R𝜃 = 10 MNms for submerged and
floating sphere and bottom-hinged flap, respectively. Also shown is the filtered
transfer function based on the excitation spectrum for Te = 6.5 s and filtering
limit set to 5 %. The spikes seen in some of the curves are due to singularities
in the numerical solution of hydrodynamic coefficients, cf. Section 3.2. (a)
Submerged sphere. (b) Floating sphere. (c) Bottom-hinged flap

∙ As reference, the no-prediction useful power is computed
considering a constant transfer function for each generic con-
cept. The radiation resistance in Hopt(𝜔) is considered con-
stant and is equal to the radiation resistance value for which
the no-prediction power is maximum: With a given sea state,
the frequency argument of Hopt(𝜔) is varied, computing the
average useful power for each frequency value, and the no-
prediction transfer constant is identified as the one giving the
best result. Note that the chosen constant will vary between
sea states, and it does not necessarily correspond to the value
where the frequency response Hopt(𝜔) has its minimum, i.e.
where the radiation resistance Rr (𝜔) is maximum.

∙ The sensitivity to prediction accuracy is studied assuming
a noise spectrum similar to the wave spectrum, and defin-
ing the noise ratio as the ratio of the standard deviations,
𝜎n∕𝜎F , ranging from 0.0 to 1.0 with steps of 0.05. The
significant wave height for the noise spectrum is taken as
Hs,n = 4𝜎n, while other parameters such as shape factor and
energy period are considered as before, i.e. explained in Sub-
section 3.3. The generated noise signal in time domain is then
added to the excitation force to compute the useful power.
Figure 9 compares the excitation force with different noise
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FIGURE 7 Impulse response of the transfer function, kopt(t ), for all
geometries in the case of loss damping Rl= 25 kNs/m for the submerged and
floating spheres, and R𝜃 = 10 MNms for bottom-hinged flap. Red markers
show the first zero crossing. (a) Submerged sphere. (b) Floating sphere. (c)
Bottom-hinged flap
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FIGURE 8 Impulse response of the transfer function, hopt(t ), for the
surging sphere and the upright bottom-hinged flap, shown for different loss
damping coefficients. (a) Submerged sphere, surge. (b) Floating sphere, surge.
(c) Bottom-hinged flap, 0◦ flap angle
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FIGURE 9 The excitation force without noise, and with different noise
levels for submerged sphere in surge mode and energy period Te = 6.5 s

levels, for submerged sphere in surge mode and energy
period Te = 6.5 s.

∙ The effect of oscillation amplitude constraints is studied in a
simplified, sub-optimal manner by setting the velocity signal
to zero at intervals where the position response exceeds the
amplitude constraints,

𝜈
Th
constr(t ) =

{
𝜈

Th
opt(t ) |𝜂Th

opt(t )| <= 𝜂max,

0 otherwise
(27)

where 𝜂Th
opt(t ) = ∫ t

0
𝜈

Th
opt(t ) dt . This would provide a response

that resembles what an infinitely strong and rapid optimally
controlled machinery would give. It means the manipulated
velocity response is close to, but not equal to the constrained
optimal solution. Although interesting, it is not in the scope
of this paper to compare this constrained solution to the con-
strained optimal velocity profile. When applied, the amplitude
constraints are set to ±3 m for the floating and submerged
sphere concepts and to ±15◦ for the hinged flap.

∙ Finally, the sensitivity of the prediction requirement to filter-
ing of the transfer function is studied. The cut-off frequency
of the optimal transfer function is chosen by cutting the exci-
tation spectrum at a percentage of the peak value, i.e. called
the filtering limit. The filtering limit is varied over [5, 50]%
to evaluate its effect on power output versus prediction hori-
zon length. This gives an upper and a lower filter frequency.
The filtered version of the optimal transfer function is then
defined by truncation at the largest function value between
the two filter frequencies as shown in Figure 6.

3.6 Normalization

To make the analysis more general, and comparable between
concepts, the prediction horizon and damping, as well as the
useful power are normalised. The prediction horizon is nor-
malised by the first zero crossing of the impulse response func-
tion kopt (t ), see Figure 7, as NT = Th∕𝜏0. The damping is nor-
malised by the value of radiation resistance at the energy period
of the sea state, NR = Rl ∕Rr (𝜔e ) = Rl ∕Rr (2𝜋∕Te ). Finally, for

each generic concept, the sub-optimal power is normalised with
the optimal power for the sea state in question, NP = Pu∕P

opt
u ,

where P
opt

u is computed as the limit Pu for large prediction
horizon, P

opt
u = limTh→∞ Pu . The term ‘relative’ refers to this

normalization of the parameters throughout the paper.
The size of the oscillating bodies has been kept constant in

this study. Varying the size could be seen as equivalent to varying
the sea state parameters, and could thus have been incorporated
by making both sea states and hydrodynamic parameters non-
dimensional. We have chosen, however, to keep these quantities
dimensional to ease interpretation of results for body sizes and
sea states we consider to be representative of realistic cases.

4 RESULTS

The input parameters used for the different sensitivity studies
carried out to investigate the prediction requirement are given
in Table 2, and the results for each parameter variation are pre-
sented below.

4.1 GoF for single and double truncation

For all concepts, Figure 10 displays the GoF with single and
double truncation of the integral in the computation of the opti-
mal trajectory, i.e. Equation (15) with integration limits [−Th,
∞] and [−Th,+Th], respectively. Double truncation is found to
give inferior GoF compared to single truncation for all generic
concepts. The same is true for the average useful power. For the
remaining analysis in this paper, therefore, only single-truncated
results will be presented. Although the GoF results carry over
to useful power, the useful power has been used as the main
output throughout the study.

4.2 Sensitivity to loss damping

Results for maximum average useful power versus relative
damping, rd = Rl ∕Rr (𝜔e ), are shown in Figure 11, which also
include results for the no-prediction case. Note that these max-
imum power results for irregular waves, which are found as the
asymptotic value for increasing prediction horizon, follow the
same trend as given by the theoretical relation (22) for maxi-
mum useful power versus dissipative loss in a regular wave.

When the dissipative loss is high, there is no benefit in

predicting the incoming waves: The tail for increasing damp-
ing in all curves shows perfect alignment between no-prediction
case and the optimal useful power. Note that this may not be
true when constraints are included. Note also that, provided our
guess for damping levels gives comparability across concepts,
the no-prediction case converges slower to the optimal solu-
tion for the hinged flap than for the floating and submerged
sphere concepts.

With results established for the maximum useful power
under optimal non-causal control, we may compute the
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3442 SHAHROOZI ET AL.

TABLE 2 Summary of parameter studies

Sea state

Parameter Concept Range Hs T e 𝜸 Loss damping

Loss damping Floating and submerged sphere [5, 100] kNs/m 2.5 m 6.5, 9,5, 12,5 s 3.3 –

Bottom-hinged flap [2, 100] MNsm

JONSWAP shape factor Floating and submerged sphere [1, 5] s with steps of 0.1 s – 25 kNs/m

Bottom-hinged flap 10 MNsm

Energy period Floating and submerged sphere [3.5, 15.5] s with steps of 0.5 m – 3.3 25 kNs/m

Bottom-hinged flap 10 MNsm

Noise Floating and submerged sphere 5, 15, 30, 45% 6.5, 9,5, 12,5 s 25, 45, 65 kNs/m

Bottom-hinged flap 10, 30, 90 MNsm

Constraint Floating and submerged sphere ±3 m [0.5, 12.5] m with
steps of 0.5 m

25 kNs/m

Bottom-hinged flap ±15◦ 10 MNsm

Filtering Floating and submerged sphere 5, 10, 20, 30, 40, 50% 2.5 25 kNs/m

Bottom-hinged flap 10 MNsm
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FIGURE 10 Goodness of fit for double and single-truncated data for Te= 6.5 s, where relative damping is defined as rd = Rl ∕Rr (𝜔e ). (a, b) Submerged sphere
in surge and heave motion, respectively. (c, d) Floating sphere in surge and heave motion, respectively. (e, f) Bottom-hinged flap with zero and −30◦ pitch angle,
respectively

non-dimensional useful power and look at the influence of lim-
iting the prediction horizon. Figure 12 shows the contours of
relative power for different values of relative prediction horizon
and relative damping for all generic concepts. In general, the
useful power is strongly reduced for short prediction horizon

and low loss damping. As the loss damping increases, a shorter
prediction horizon is required to approach the maximum power
absorption. This should be expected; when the damping in the
system goes from being dominated by the radiation resistance
to being dominated by the loss damping the importance of the
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FIGURE 11 Maximum average power with ideal prediction and no-prediction versus different damping level for all concepts, where relative damping is
defined as rd = Rl ∕Rr (𝜔e ). (a, b, c) Submerged sphere in surge motion for Te = 6.5 s, Te = 9.5 s and Te = 12.5 s, respectively. (d, e, f) Submerged sphere in heave
motion for Te = 6.5 s, Te = 9.5 s and Te = 12.5 s, respectively. (g, h, i) Floating sphere in surge motion for Te = 6.5 s, Te = 9.5 s and Te = 12.5 s, respectively. (j, k, l)
Floating sphere in heave motion for Te = 6.5 s, Te = 9.5 s and Te = 12.5 s, respectively. (m, n, o) Bottom-hinged flap with zero pitch angle for Te = 6.5 s, Te = 9.5 s
and Te = 12.5 s, respectively. (p, q, r) Bottom-hinged flap with −30◦ pitch angle for Te = 6.5 s, Te = 9.5 s and Te = 12.5 s, respectively
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FIGURE 12 Relative power for different prediction horizon and damping for all concepts, where relative damping is defined as rd = Rl ∕Rr (𝜔e ). (a, b, c)
Submerged sphere in surge motion for Te = 6.5 s, Te = 9.5 s and Te = 12.5 s, respectively. (d, e, f) Submerged sphere in heave motion for Te = 6.5 s, Te = 9.5 s and Te

= 12.5 s, respectively. (g, h, i) Floating sphere in surge motion for Te = 6.5 s, Te = 9.5 s and Te = 12.5 s, respectively. (j, k, l) Floating sphere in heave motion for Te =

6.5 s, Te = 9.5 s and Te = 12.5 s, respectively. (m, n, o) Bottom-hinged flap with zero pitch angle for Te = 6.5 s, Te = 9.5 s and Te = 12.5 s, respectively. (p, q, r)
Bottom-hinged flap with −30◦ pitch angle for Te = 6.5 s, Te = 9.5 s and Te = 12.5 s, respectively
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SHAHROOZI ET AL. 3445

memory effect in wave radiation reduces. The optimal control
problem goes from being non-causal with strong dependence
on prediction of future excitation, to being predominantly
causal. This transformation to causality can also be under-
stood from Figure 8 where the content of the optimal impulse
response function for most configurations becomes dominated
by the value at t = 0 for high losses.

Furthermore, Figure 13 shows that for all generic concepts,
except the floating sphere in surge mode, the sea state with
energy period Te = 6.5 s has very small difference between
the optimally controlled case and the no-prediction case. As
Te increases, the no-prediction average power diverges from
the optimal control result especially when the loss damping
is low. The exception is the floating sphere in heave mode,
where unlike other concepts, the no-prediction control contin-
ues to give fairly good performance also when the wave period
increases. This behaviour is related to the value of the frequency
response (11) around dominant frequencies of the sea state.
Looking back at Figure 6, it may be observed that for the float-
ing sphere in heave mode, the wave frequency, 𝜔e , is located
within the pass-band frequency of the optimal transfer function
and close to the peak of the excitation force coefficient unlike
other concepts, at angular frequencies 2𝜋∕9.5 s = 0.66 rad/s
and 2𝜋∕12.5 s = 0.50 rad/s.

4.3 Sensitivity to the JONSWAP spectrum
shape factor

The effect of the shape factor, 𝛾, for the JONSWAP wave spec-
trum has been investigated, and it was found that varying the
shape factor in the range [1,5] does not significantly change the
required prediction horizon for any of the generic concepts (see
the Appendix).

4.4 Sensitivity to energy period

Sensitivity of the prediction requirement to the energy period,
Te , is demonstrated in Figure 14. All contour plots of the Te-
sensitivity show a region of lower relative power for small Te

and short prediction horizon. The position of this region relates
to the ‘stop-band’ of the optimal transfer functions in each case,
i.e. the frequency range where the radiation resistance is com-
parable to or larger than the loss damping. In that range, the
radiation force has a governing impact on the system dynamics,
and the prediction has relatively stronger importance.

It is also worth noting that for all concepts except the
floating sphere in heave motion, the optimal power versus
energy period has a maximum within the Te range [5.5, 13.5] s.
For an ideal unconstrained system, these curves would ascend
monotonously for increasing wave period. The reason why they
become limited is the dissipative losses: As the relative damping
Rl ∕Rr (𝜔e ) increases due to the reducing trend of Rr (𝜔e ) when
the wave period increases, the maximum power output follows
the descending trend seen in Figure 11, and (22) instead of stay-

ing at the very left of these curves. With zero loss, the decline
in excitation coefficients when the wave period increases can be
compensated by an increase in the motion response to produce
the outgoing waves needed for optimal interference with incom-
ing waves. When the loss damping gradually becomes more and
more dominant, this does not work anymore, and the result is
that the optimal velocity and thereby the maximum power lim-
its itself.

The floating sphere in heave motion has an excitation mag-
nitude that approaches its maximum at the limit of long wave
periods, and also correspondingly has a weaker decline of the
radiation resistance than the other concepts considered. It will,
however, also eventually see the same decline in power output
versus energy period as other concepts, but for much higher
wave periods.

4.5 Sensitivity to noise

The effect of a noisy prediction is investigated in Figure 15
where the power output both with long horizon and with no-
prediction diminishes with increasing noise level. The relative
power reduces with a similar rate for different loss damping,
and the negative effect of the noise level on the optimal pre-
dicted power is similar in different sea sates. Note that the
normalization here is based on the optimal predicted power
with no noise. The prediction horizon required to achieve
close-to-optimal power has not changed with the noise level as
can be seen in Figure 16. In other words, although the curves
of relative power converge to lower optimal power as the noise
increases, the prediction horizon required to almost obtain this
optimal power remains fairly constant for different noise levels.

4.6 Sensitivity to constraints

The effect of introducing amplitude constraints is shown in
Figure 17, where the amplitude has been limited to ±3 m for
the floating and submerged sphere and ±15◦ for the bottom-
hinged flap. Note that the results have been normalised with
the unconstrained optimal power. It may be observed that
as the wave height increases and the constraints engage, the
prediction horizon has less influence. Moreover, as should
be expected, the relative power decreases monotonically with
increasing wave height after the constraints kick in. Comparing
different sea states for the same generic concept shows that
constraints start to engage at smaller Hs as the energy period
is increased. This implies that the amplitude of the WEC oscil-
lation becomes larger at sea states with higher Te . This might
not be immediately intuitive from looking at the peak value
of the excitation spectrum which reduces for all concepts as
wave period increases, except floating sphere in heave motion.
For these concepts, this reduction in excitation is however
more than compensated by the increase in the optimal transfer
function for large wave periods (Figure 6) as it is the product of
these two that govern the amplitude response.
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FIGURE 13 Relative power for different prediction horizon and three different relative damping, rd = Rl ∕Rr (𝜔e ), for all concepts. Circles show the
no-prediction power corresponding to each relative damping. (a, b, c) Submerged sphere in surge motion for Te = 6.5 s, Te = 9.5 s and Te = 12.5 s, respectively. (d, e,
f) Submerged sphere in heave motion for Te = 6.5 s, Te = 9.5 s and Te = 12.5 s, respectively. (g, h, i) Floating sphere in surge motion for Te = 6.5 s, Te = 9.5 s and Te

= 12.5 s, respectively. (j, k, l) Floating sphere in heave motion for Te = 6.5 s, Te = 9.5 s and Te = 12.5 s, respectively. (m, n, o) Bottom-hinged flap with zero pitch
angle for Te = 6.5 s, Te = 9.5 s and Te = 12.5 s, respectively. (p, q, r) Bottom-hinged flap with −30◦ pitch angle for Te = 6.5 s, Te = 9.5 s and Te = 12.5 s, respectively
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FIGURE 14 Sensitivity of useful power to length of prediction horizon and energy period for all concepts. Below each contour plot of relative power a curve
shows the optimal power for each concept. (a, b) Submerged sphere in surge motion, for damping of 25 kNs/m. (c, d) Submerged sphere in heave motion, for
damping of 25 kNs/m. (e, f) Floating sphere in surge motion, for damping of 25 kNs/m. (g, h) Floating sphere in heave motion, for damping of 25 kNs/m. (i,j)
Bottom-hinged flap with zero mean pitch angle, for damping of 10 MNsm. (k,l) Bottom-hinged flap with mean angle of −30◦, for damping of 10 MNsm
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FIGURE 15 Relative power versus noise level for all concepts. Solid lines show the no-prediction power for different noise level (a, b, c) Submerged sphere in
surge motion for Te = 6.5 s, Te = 9.5 s and Te = 12.5 s, respectively. (d, e, f) Submerged sphere in heave motion for Te = 6.5 s, Te = 9.5 s and Te = 12.5 s, respectively.
(g, h, i) Floating sphere in surge motion for Te = 6.5 s, Te = 9.5 s and Te = 12.5 s, respectively. (j, k, l) Floating sphere in heave motion for Te = 6.5 s, Te = 9.5 s and Te

= 12.5 s, respectively. (m, n, o) Bottom-hinged flap with zero pitch angle for Te = 6.5 s, Te = 9.5 s and Te = 12.5 s, respectively. (p, q, r) Bottom-hinged flap with
−30◦ pitch angle for Te = 6.5 s, Te = 9.5 s and Te = 12.5 s, respectively
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FIGURE 16 Relative power versus prediction horizon for different noise levels for all concepts. Circles show the no-prediction power corresponding to each
noise level. (a, b, c) Submerged sphere in surge motion for damping of 25 kNs/m and for Te = 6.5 s, Te = 9.5 s and Te = 12.5 s, respectively. (d, e, f) Submerged
sphere in heave motion for damping of 25 kNs/m and for Te = 6.5 s, Te = 9.5 s and Te = 12.5 s, respectively. (g, h, i) Floating sphere in surge motion for damping of
25 kNs/m and for Te = 6.5 s, Te = 9.5 s and Te = 12.5 s, respectively. (j, k, l) Floating sphere in heave motion for damping of 25 kNs/m and for Te = 6.5 s, Te = 9.5 s
and Te = 12.5 s, respectively. (m, n, o) Bottom-hinged flap with zero pitch angle for damping of 10 MNsm and for Te = 6.5 s, Te = 9.5 s and Te = 12.5 s, respectively.
(p, q, r) Bottom-hinged flap with −30◦ pitch angle for damping of 10 MNsm and for Te = 6.5 s, Te = 9.5 s and Te = 12.5 s, respectively
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FIGURE 17 Relative power as function of prediction horizon and significant wave height when amplitude constraints are applied. (a, b, c) Submerged sphere in
surge motion for damping of 25 kNs/m and for Te = 6.5 s, Te = 9.5 s and Te = 12.5 s, respectively. (d, e, f) Submerged sphere in heave motion for damping of 25
kNs/m and for Te = 6.5 s, Te = 9.5 s and Te = 12.5 s, respectively. (g, h, i) Floating sphere in surge motion for damping of 25 kNs/m and for Te = 6.5 s, Te = 9.5 s
and Te = 12.5 s, respectively. (j, k, l) Floating sphere in heave motion for damping of 25 kNs/m and for Te = 6.5 s, Te = 9.5 s and Te = 12.5 s, respectively. (m, n, o)
Bottom-hinged flap with zero pitch angle for damping of 10 MNsm and for Te = 6.5 s, Te = 9.5 s and Te = 12.5 s, respectively. (p, q, r) Bottom-hinged flap with
−30◦ pitch angle for damping of 10 MNsm and for Te = 6.5 s, Te = 9.5 s and Te = 12.5 s, respectively
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4.7 Sensitivity to filtering

One way to reduce the prediction requirement is by filtering the
optimal transfer function. Figure 18 demonstrates the effect of
the filtering on prediction requirement. The prediction require-
ment becomes more sensitive to the filtering limit when the cut-
off frequencies are placed in the slope of the transfer function.
Starting at low wave frequency, 𝜔e = 2𝜋∕Te , the peak of the
excitation spectrum shifts relatively towards lower frequencies
as the wave period increases. For the submerged sphere in surge
and heave motion at wave period of 12.5 s, the cut-off frequen-
cies would be located around the non-steep beginning of the
transfer function, which results in insensitivity to the filtering
limit. A similar trend is seen for the floating sphere in surge
motion. Contrarily, for the floating sphere in heave motion at Te

= 6.5 s, the main content of the excitation spectral density falls
around the trough of the transfer function, and consequently,
low sensitivity to the filtering limit is seen. This also implies that
the transfer function is nearly constant in the frequency range of
importance, and that the prediction becomes unimportant: The
control problem is close to causal in this particular sea state. On
the other hand, for the sea states with Te= 9.5 s and 12.5 s, the
cut-off frequencies are in the slope of the transfer function for
this generic concept, hence, more sensitivity to the filtering limit
is observed.

Another factor in defining the sensitivity to filtering limit is
the shape of the excitation spectral density. In a steep spectrum,
a change in filtering limit gives smaller variation in the cut-off
frequencies. This effect contributes to the low sensitivity to fil-
tering limit in high wave periods for the bottom-hinged flap.

A careful observation of the tail of the curves for different
filtering limit reveals that the lines with higher filtering percent-
age converge towards a lower relative power at long prediction
horizon, although the drop is quite small. Note that the results
are presented with normalization based on the optimal power
with an unfiltered transfer function.

5 DISCUSSION

As expected from (22), the average optimal power shows a
descending pattern when the relative damping is increased (see
Figure 11). Not only does larger losses mean that a larger part
of the absorbed power is dissipated, it also leads to a reduc-
tion of the optimal velocity, which again gives a reduction in the
power absorbed from the wave. Referring to the recently pub-
lished guidance from IEA-OES [34], one could say that min-
imising losses in the wave energy converter has double impor-
tance: Not only does it increase the power conversion efficiency;
it also increases the power capture itself.

The contour plots in Figure 12 indicate that a low relative
power is obtained for very small damping and short prediction
horizon. An increase in loss damping implies that the transfer
function becomes less dependant on the radiation resistance .
When the loss damping becomes dominating (relative damping
≫ 1), the transfer function tends to a constant value, and as a

result, the need for prediction is removed and the control prob-
lem becomes causal. This is exemplified by Figure 19, where
the difference between the sub-optimal and optimal velocity
becomes negligible at high relative damping.

In most cases, the prediction horizon required to reach a cer-
tain level of power output, say relative power of 0.95, is similar
across sea states for the same generic concept (Figure 13). In
control theory terms, as argued by Fusco and Ringwood [6], the
lowest characteristic frequency of the optimal transfer function
is the dominant factor in defining the non-causality of the opti-
mal velocity. A small lowest characteristic frequency implies a
large time constant, and as a result, kopt(t ) slowly approaches
zero. This puts a more demanding requirement on the predic-
tion horizon for achieving the same relative power.

The shape of the curves seen in Figure 13 for low values of
prediction horizon may be understood by looking at the impulse
responses (Figure 7). When the length of the prediction horizon
is close to the time 𝜏0 corresponding to the first zero-crossing
of the impulse response function, the marginal increase in the
information provided by an increased horizon is not made use
of in the convolution of (15) due to the function value being
close to zero. Since we have normalised the prediction horizon
by 𝜏0 this leads to flat sections on the curves around relative
prediction horizon equal to 1.

Filtering of the optimal transfer function has been shown to
strongly increase performance in situations where the available
prediction horizon is limited and the transfer function is sloped
around the filtering frequency. If the excitation spectrum is at
the same time centred at this sloping frequency range of the
optimal transfer function, the filtering will however not be able
to bring the performance close to the maximum absorption. It is
therefore true to state that, unless the radiation resistance, and
thereby the optimal transfer function, is fairly constant across
the range of wave frequencies expected at the location of instal-
lation, a well-performing wave energy converter where losses
have been minimised will depend on prediction: Filtering can
strongly reduce the prediction need in some wave conditions,
but not in all. This also means that the better the design is in
terms of minimising losses, the more important the prediction
will be in the wave conditions where filtering does not work well.

Note that the filtering has a similar effect to increased level of
dissipative loss: They both reduce the variation of the transfer
function, and thereby the need for prediction. Filtering may also
be seen as a step towards making the transfer function causal,
and then it should not come as a surprise that the power output
converges to the no-prediction result when the filtering limits
are increased (cf. Figure 18).

In [6], the loss coefficient was not varied but, according to
the figures presented in the paper, chosen with a constant value
of 100 Ns/m. With technology known today, it seems unrealis-
tic that such low levels of loss can be reached for wave energy
converters of the size being discussed. The range chosen for
the loss damping in the present study is expected to cover the
range achievable for a real system. The results that have just
been presented therefore further relax the requirement on pre-
diction horizon compared to what was achieved in [6] by the fil-
tering approach. Although there are differences across concepts,
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FIGURE 18 Relative power versus prediction horizon, showing the effect of filtering of the transfer function at different filtering limits in the range 5–50%.
(a, b, c) Submerged sphere in surge motion for damping of 25 kNs/m and for Te = 6.5 s, Te = 9.5 s and Te = 12.5 s, respectively. (d, e, f) Submerged sphere in heave
motion for damping of 25 kNs/m and for Te = 6.5 s, Te = 9.5 s and Te = 12.5 s, respectively. (g, h, i) Floating sphere in surge motion for damping of 25 kNs/m and
for Te = 6.5 s, Te = 9.5 s and Te = 12.5 s, respectively. (j, k, l) Floating sphere in heave motion for damping of 25 kNs/m and for Te = 6.5 s, Te = 9.5 s and Te = 12.5 s,
respectively. (m, n, o) Bottom-hinged flap with zero pitch angle for damping of 10 MNsm and for Te = 6.5 s, Te = 9.5 s and Te = 12.5 s, respectively. (p, q, r)
Bottom-hinged flap with −30◦ pitch angle for damping of 10 MNsm and for Te = 6.5 s, Te = 9.5 s and Te = 12.5 s, respectively
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FIGURE 19 Example of velocity time series for Te= 6.5 s and comparing
the sub-optimal velocity result (dashed) with prediction horizon to the optimal
velocity for the submerged sphere in surge. (a) For relative damping of 0.25
and relative prediction horizon of 0.17. (b) For relative damping of 0.25 and
relative prediction horizon of 12.53. (c) For relative damping of 4.99 and
relative prediction horizon of 0.17. (d) For relative damping of 4.99 and relative
prediction horizon of 12.53

it may be stated that for an unconstrained system behaving fairly
linearly, predicting a few seconds ahead will in general be suffi-
cient for a properly designed optimal controller.

These good news on modest prediction need comes with a
downside: The maximum achievable power output with a real
system is significantly smaller than what is usually quoted as the
maximum output for a wave energy converter, (21). Even with
perfect control and unconstrained motion, the losses in the
system push the maximum power down the curve represented
by (22), which is steepest at the beginning as illustrated in Fig-
ure 11. The results presented for maximum power as function
of energy period (Figure 14) further demonstrated this effect.
Unless comparable in size to the wave length, concepts that are
based on differences in hydrodynamic pressure, like submerged
rigid bodies and those with surge-based excitation, are more
exposed to this effect than concepts that find their forcing
through difference between the hydrodynamic pressure and a
constant pressure. In any case: Accurate identification of the
loss damping is essential for a realistic assessment of the power
output expected for a wave energy converter.

All results in this paper are derived based on idealised con-
cepts working in one degree of freedom. For more realistic
situations where the wave energy converter moves in several
degrees of freedom, and energy is harvested through one or

more of them, the results derived here still apply to each of the
rigid-body modes. A controller for a concept working, e.g. in
both heave and surge will have to handle the problem as a com-
bination of excitation and radiation in both modes, and consider
how dissipative losses in the system influence each of them. But
the overall prediction requirements are not expected to be any
different from the combination of heave and surge results as
derived in the present study.

Regarding the noise sensitivity, for all concepts, a noise level
of up to 20% can be allowed without losing more than 10% of
the optimal predicted power. In a real situation, the prediction
is expected to be more accurate for earlier parts of the predic-
tion horizon. This effect is not captured in the present study,
but the results could be interpreted as a worst-case situation for
uncertainty level evaluated at the end of the prediction horizon.

Note that the approach taken to compute the constrained
sub-optimal power output for varying prediction horizon
implies that the controller has to stop the motion when the con-
straint is reached, and then release again at the right moment.
Depending on the machinery and its capacity, the controller
might have to plan for this well ahead, in order not to spill power
or cause detrimental end-stop impacts. It may be expected that
this planning will require wave prediction about one half wave
cycle ahead, such that the machinery capacity can be used most
efficiently over the stroke. Whether a real machinery under con-
strained optimal control would perform worse or better than
indicated by the simple representation of amplitude constraints
used here would depend on the force (or torque) and power lim-
itations of the machinery, but it is well known from other studies
that amplitude-constraints typically lead to a similar latching-like
behaviour that increases the amplitude of the fundamental har-
monic component (see, e.g. [19]).

In the interpretation and use of the obtained results, it must
be remembered that the model of the system has been fully lin-
earised for all generic concepts. A real system is likely to have
important non-linearities in its dynamic response, which will
influence the optimal trajectory. It is plausible that such non-
linearities will lead to the need of predicting the wave forces over
the next half cycle or so to be able to reach the real optimum.

How the control to impose the optimal velocity is done is not
considered in this work. With a reference-following approach,
the computations done here could be used directly as an input
to the machinery control system, as demonstrated in [6]. The
results for required prediction horizon would also be implic-
itly valid for other implementations of optimal control. Yet
there could be other control objectives such as load mitigation,
minimised power fluctuations or production-on-demand, which
would influence prediction requirements. Again it is expected
that the corresponding requirement on the prediction horizon
would, at maximum, be close to half a wave cycle.

6 CONCLUSION

The maximum power output from wave energy converters as
function of length of prediction horizon and level of dissipative
losses has been investigated. The effect of other factors such
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as energy period and spectrum shape factor, amplitude con-
straints, prediction accuracy and filtering of the transfer func-
tion for optimal velocity were also considered. Generic con-
verter concepts made as combination of different body shapes,
submergence levels and oscillation modes were studied and the
assumption of linear behaviour has been used throughout.

Single truncation of the convolution integral for optimal
velocity, i.e. applying the finite prediction horizon only on the
non-causal side, utilises more available information than double
truncation, and in general therefore results in higher power out-
put. Single truncation was therefore used throughout the study.

The results show that dissipative losses like hydrodynamic
drag and machinery friction reduce the need for prediction,
and that with realistic assumptions for the level of such losses,
predicting wave forces only a few seconds ahead is typically
enough to obtain an accurate estimate of the optimal veloc-
ity and thereby reach the maximum power output in sea states
where amplitude constraints are not reached. It is also found
that for most generic concepts it is possible to reach at least
70% of the maximum absorbed power by properly choosing the
transfer function as a constant in each sea state, which means the
need for prediction is removed.

Within the range of variation studied for the peakness factor
of the JONSWAP spectrum, namely, 𝛾 ∈ [1, 5], the results are
practically insensitive to the bandwidth of the wave spectrum.
In general, filtering the optimal transfer function as suggested
by Fusco and Ringwood [6] substantially improves the power
conversion for most concepts in most sea states when only a
limited prediction horizon is available.

Furthermore, it was found that the performance is quite
robust to noise in the estimated and predicted excitation force,
where a noise level corresponding to 20% of the level of varia-
tion of the excitation force itself leads to only 10% reduction in
the useful power.

An approximate approach was taken to study the effect of
constraints on the oscillation amplitude, which showed that the
larger the significant wave height (or the more constrained the
system is), the less the benefit from predicting the excitation
force far ahead.

The obtained results are expected to be qualitatively valid also
in the case of non-linear losses and additional control objectives
although these are likely to influence the optimal velocity sig-
nificantly. In order to handle non-linearities, additional control
objectives, amplitude limits and various other constraints in real-
ity, it is expected that one has to predict wave forces about half
a wave cycle ahead.

The results therefore indicate that with properly designed
optimal controllers, it should be possible to approach the max-
imum achievable power output for real systems with much
shorter prediction horizon, from a few seconds up to half a wave
period, than has generally been assumed earlier, e.g. in [6], where
horizon lengths of up to about 15 s were reported with filtered
transfer functions for heaving buoys.
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FIGURE A.1 Sensitivity of prediction horizon to the JONSWAP shape factor, 𝛾, for submerged sphere in both surge and heave motion and for damping of 25
kNs/m. (a) Contour plot of the relative power for relative prediction horizon and shape factor, for submerged sphere in surge motion and for Te = 6.5 s. (b) Optimal
power versus shape factor, for submerged sphere in surge motion and for Te = 6.5 s. (c) Contour plot of the relative power for relative prediction horizon and shape
factor, for submerged sphere in surge motion and for Te = 9.5 s. (d) Optimal power versus shape factor, for submerged sphere in surge motion and for Te = 9.5 s. (e)
Contour plot of the relative power for relative prediction horizon and shape factor, for submerged sphere in surge motion and for Te = 12.5 s. (f) Optimal power
versus shape factor, for submerged sphere in surge motion and for Te = 12.5 s. (g) Contour plot of the relative power for relative prediction horizon and shape
factor, for submerged sphere in heave motion and for Te = 6.5 s. (h) Optimal power versus shape factor, for submerged sphere in heave motion and for Te = 6.5 s. (i)
Contour plot of the relative power for relative prediction horizon and shape factor, for submerged sphere in heave motion and for Te = 9.5 s. (j) Optimal power
versus shape factor, for submerged sphere in heave motion and for Te = 9.5 s. (k) Contour plot of the relative power for relative prediction horizon and shape factor,
for submerged sphere in heave motion and for Te = 12.5 s. (l) Optimal power versus shape factor, for submerged sphere in heave motion and for Te = 12.5 s
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FIGURE A.2 Sensitivity of prediction horizon to the JONSWAP shape factor, 𝛾, for floating sphere in both surge and heave motion and for damping of 25
kNs/m. (a) Contour plot of the relative power for relative prediction horizon and shape factor, for floating sphere in surge motion and for Te = 6.5 s. (b) Optimal
power versus shape factor, for floating sphere in surge motion and for Te = 6.5 s. (c) Contour plot of the relative power for relative prediction horizon and shape
factor, for floating sphere in surge motion and for Te = 9.5 s. (d) Optimal power versus shape factor, for floating sphere in surge motion and for Te = 9.5 s. (e)
Contour plot of the relative power for relative prediction horizon and shape factor, for floating sphere in surge motion and for Te = 12.5 s. (f) Optimal power versus
shape factor, for floating sphere in surge motion and for Te = 12.5 s. (g) Contour plot of the relative power for relative prediction horizon and shape factor, for
floating sphere in heave motion and for Te = 6.5 s. (h) Optimal power versus shape factor, for floating sphere in heave motion and for Te = 6.5 s. (i) Contour plot of
the relative power for relative prediction horizon and shape factor, for floating sphere in heave motion and for Te = 9.5 s. (j) Optimal power versus shape factor, for
floating sphere in heave motion and for Te = 9.5 s. (k) Contour plot of the relative power for relative prediction horizon and shape factor, for floating sphere in heave
motion and for Te = 12.5 s. (l) Optimal power versus shape factor, for floating sphere in heave motion and for Te = 12.5 s
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FIGURE A.3 Sensitivity of prediction horizon to the JONSWAP shape factor, 𝛾, for bottom-hinged flap for both zero and −30◦ pitch angle and for damping
of 10 MNsm (a) Contour plot of the relative power for relative prediction horizon and shape factor, for bottom-hinged flap with zero pitch angle and for Te = 6.5 s.
(b) Optimal power versus shape factor, for bottom-hinged flap with zero pitch angle and for Te = 6.5 s. (c) Contour plot of the relative power for relative prediction
horizon and shape factor, for bottom-hinged flap with zero pitch angle and for Te = 9.5 s. (d) Optimal power versus shape factor, for bottom-hinged flap with zero
pitch angle and for Te = 9.5 s. (e) Contour plot of the relative power for relative prediction horizon and shape factor, for bottom-hinged flap with zero pitch angle
and for Te = 12.5 s. (f) Optimal power versus shape factor, for bottom-hinged flap with zero pitch angle and for Te = 12.5 s. (g) Contour plot of the relative power
for relative prediction horizon and shape factor, for bottom-hinged flap with −30◦ pitch angle and for Te = 6.5 s. (h) Optimal power versus shape factor, for
bottom-hinged flap with −30◦ pitch angle and for Te = 6.5 s. (i) Contour plot of the relative power for relative prediction horizon and shape factor, for
bottom-hinged flap with −30◦ pitch angle and for Te = 9.5 s. (j) Optimal power versus shape factor, for bottom-hinged flap with −30◦ pitch angle and for Te = 9.5 s.
(k) Contour plot of the relative power for relative prediction horizon and shape factor, for bottom-hinged flap with −30◦ pitch angle and for Te = 12.5 s. (l) Optimal
power versus shape factor, for bottom-hinged flap with −30◦ pitch angle and for Te = 12.5 s
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