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Abstract—This paper proposes an approach for combining
device-scale and basin-scale simulation methods to provide re-
alistic in-situ performance analysis of turbine arrays and with
the eventual goal of determining basin-scale effects from large
turbine arrays. The present state-of-the-art basin-scale simulation
methods represent turbines as sub-grid-scale objects, typically
using semi-empirical/semi-analytical turbine models. Device-scale
CFD simulation methods can resolve flows around turbines and
can predict turbine performance outside the idealized assump-
tions of analytical methods. Thus, combining the capabilities of
these two types of simulations is desirable for accurate in-situ
performance analysis with the correct influence of turbines on
the basin flow. The approach is to parameterize turbine thrust
and power using a reference velocity available to both types
of model. This is a volume average over a region in space
that can be resolved by the basin-scale model. The approach
is accurate provided both methods predict a consistent reference
velocity. This paper presents preliminary studies testing such
consistency for simplified channel scenarios, finding that as long
as the averaging volume has length scales twice the turbine
diameter, relative error in power is typically under ≈5%. When
applied to a complex real-world flow, the relative error was
larger. It is thought that at present, the method is suitable
for approximate power prediction and further improvement is
required for accurate turbine performance studies.

Index Terms—Tidal Turbine, Array, CFD, RiCOM, basin-
scale, Bay of Fundy, Minas Passage, Porous Disk, Actuator Disk

I. INTRODUCTION

Tidal turbine technology is progressing from prototypes
and demonstrators to commercial applications. Developers are
transitioning from isolated turbines to small arrays of turbines
(such as the proposed three-rotor design by Marine Current
Turbines) and once the technology proves economically vi-
able, to large arrays of many turbines. There is presently a
requirement to develop methods to simulate arrays of turbines
and to optimize the layout of turbines for a given site. For
small arrays, a predictive capability for the mutual influence
of turbines on each other will be required. Additionally, the
influence of tidal flow boundaries (i.e. channel bottom, free
surface, and lateral bounds) should be resolved. For larger
arrays, it will also be necessary to predict the influence of the
turbines on basin dynamics.

Presently, simulation methods for tide-driven basin-scale
flows exist and have been validated with good agreement
to measured data in the absence of turbines. These have
been used to model the effect of large arrays of turbines on
basin scale flows (e.g. [1]). Such methods have used semi-
analytical/semi-empirical representations of turbines which
typically limited to idealized flows (such as uniform inflow,
2D flow, empirical wake models, etc.), thus such methods
can only provide rough estimates for power generation. Due
to the maximum resolution (10s of meters) of basin-scale
models, they cannot resolve the mutual influence of turbines
on each other, and their predictive capability for the influence
of the flow boundaries on turbine performance remains to be
assessed.

At the device scale, CFD simulation can be used to model
turbines for a wide range of inflow conditions and can resolve
mutual influences between turbines and influences of local
bathymetry. With such simulations, is it possible to accurately
simulate a wide range of array configurations but the com-
putational expense can become very large. While there have
been some applications of CFD to entire basin-scale flows,
such an approach may be too computationally expensive. It is
likely that since dedicated basin scale models use a reduced
set of equations compared to general-purpose CFD solvers,
they should run faster. They should also be more accurate for
basin-dynamics since they use turbulence parameterizations
specific to basin-scale flows which are different from typical
CFD codes.

This paper presents work done towards combining the
capabilities of basin-scale simulation methods with device-
scale methods to obtain an overall approach which allows
accurate in-situ performance analysis for turbines. It is thought
that such a methodology could evolve to a point where it
becomes possible to simulate large arrays of turbines with
accurate power predictions and an accurate prediction of the
back-effects on the tidal flow regime.

II. OVERALL APPROACH

The proposed approach is depicted in figure 1 and consists
of the following steps. First, the basin-scale simulation is
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Fig. 1. Flow Chart of Proposed Methodology

used to predict the natural tidal flow throughout the channel.
Then, potential turbine sites are chosen and CFD meshes
are developed for sub-domains containing single turbines,
or groups of turbines. Then an iterative process begins to
develop a performance model for each turbine in the array.
CFD simulations are run on the sub-domains to predict the
mutual influence of the turbines on each other, as well as the
influences of local bathymetry. It would be computationally
expensive to run a transient CFD simulation of an entire
tidal cycle. However, it is likely valid to make a quasi-steady
assumption and to run several steady-state CFD simulations
at different phases of the tidal cycle. The CFD simulations
are used to determine non-dimensional turbine performance
parameters C?

T and C?
P . Note that C?

T and C?
P may vary

throughout the tidal cycle due to changes in flow speed (|~uAV|)
or direction (φ), or due to the turbine control strategy, so
the performance model would involve curve-fitting. Next, a
new basin-scale simulation is run with the turbine forces
added. This generates new boundary conditions for the CFD
simulations, and the entire process is iterated until convergence
of C?

T and C?
P , resulting in the final empirical turbine model.

Then, the final parameterization can be used in the basin-scale
simulation for more in depth studies of longer duration1.

III. ANALYSIS CODES

This section gives a brief overview of the analysis codes
employed, for further detail please refer to the supplied
references (for RiCOM) or product documentation (for CFX).
In general, basin-scale methods typically solve the shallow
water equations, while CFD solvers solve the full 3D RANS
equations. Both classes of model employ turbulence closures
(commonly k-ε) but with different coefficients which have
been tuned for different classes of flows and differing typical
grid resolution.

1A ‘tighter’ coupling between CFD and basin-scale methods is also
possible, where the two models share boundaries and simulations run over
entire tidal cycles, but presently this approach has not been attempted due to
the programming complexity and computational cost.

A. Basin-Scale

For the basin-scale simulations, the River and Coastal Ocean
Model (RiCOM) developed by Dr. Roy Walters was used. A
brief general description of the model is provided here with
greater detail in [2]–[5]. RiCOM is formulated in rotating
frame of reference using the Reynolds-averaged Navier-Stokes
equations and the Boussinesq approximation. The equations
are also spatially averaged to derive double-averaged equa-
tions that allow sub-grid spatial effects (vegetation, bottom
roughness, etc.) to be included in a rigorous manner [4]. This
double averaging provides a means to couple the results of
small-scale CFD models with the large-scale Ocean model.

RiCOM solves the primitive hydrodynamic equations with
a semi-implicit time-stepping scheme that is unconditionally
stable with respect to time-step size, which allows the time-
step size to be chosen to adequately resolve the temporal
variation of the flow without numerical stability constraints.
The model uses a semi-Lagrangian approximation for advec-
tion that is accurate, stable, and robust which yields accurate
results without oscillations for high speed flows such as occur
over weirs, in flow constrictions, and tidal rapids. A finite
element spatial approximation is used, giving considerable
flexibility in designing the computational grid [5]. Wetting and
drying capabilities are inherent to the finite volume continuity
equation employed and the model conserves mass both locally
and globally.

B. Device-Scale

The device-scale simulations used the commercially avail-
able ANSYS CFX software. CFX solves the Reynolds-
averaged-Navier-Stokes equations using finite-volume dis-
cretization. The high resolution advection scheme was used,
which blends 2nd order central differencing with 1st order
upwind schemes, and favours central differencing unless up-
winding is required for simulation stability. CFX uses a co-
located grid and avoids even-odd decoupling with a modified
Rhie/Chow interpolation. The software uses a fully implicit
discretization and a coupled solver which uses an incomplete
lower upper (ILU) factorization technique. The solver is accel-
erated using an algebraic multi-grid technique called additive
correction. The standard k-ε turbulence closure was used for
all simulations.

IV. TURBINE PERFORMANCE PARAMETERS AND
VELOCITY SCALE

It was necessary to characterize the turbine performance
with respect to a reference velocity available to both CFD
and basin-scale simulations. This requirement was somewhat
problematic for two reasons. One was that the traditional
performance parameters, thrust and power coefficients, rely on
the ‘freestream’ velocity, which is not clearly defined in basin
flows. The other is that the basin-scale simulation does not
have sufficient resolution to provide a mean velocity through
the turbine rotor (see figure 2 for an example grid resolution).

The approach was to represent the turbines in basin-scale
simulations using two parameters, C?

T and C?
P . These are



similar to the traditional thrust and power coefficients (CT ,
CP ), except that instead of referring to the freestream velocity,
a volume-averaged velocity (~uAV) for a region containing
the turbine is used. This was necessary because there is no
clear definition for the freestream velocity in the context of
a complex basin flow. The freestream velocity is only clearly
defined when the flow is unbounded and the inflow is uniform,
and therefore cannot be used in general.

A second option for the reference velocity would be to use
the average velocity passing through the turbine rotor. Actuator
disk theory defines this as ud = u∞(1 − a) where a is the
axial induction factor. This approach could be taken for CFD
simulations because they have adequate resolution, however
since the basin-scale simulation represents the turbine as a
sub-grid-scale object, it cannot determine ud explicitly and
would thus need to use an empirical calibration.

The basin-scale model is formulated in terms of volume-
averaged velocity for each grid cell. The chosen reference
velocity must therefore be a volume-average over a region
at least as large as the basin-scale model grid cells. Thus, an
averaging volume (denoted by the subscript AV) is introduced
(see figure 2), and the volume-averaged velocity for this region
is denoted ~uAV. The averaging volume may span multiple
basin-scale grid cells.

~uAV =

∫
VAV

~udV∫
VAV

dV
(1)

This integration is evaluated numerically by both the CFD and
basin-scale methods to give ~uAVc and ~uAVb respectively. For
the general method to work, both CFD scale and basin-scale
methods must provide a consistent prediction for (~uAV).

The turbine performance parameters are defined by:

C?
T =

T
1
2ρ|~uAVc|2Af

, C?
P =

P
1
2ρ|~uAVc|3Af

(2)

where T is the turbine thrust (axial force), P is the power
output, ρ is the fluid density, and Af is the frontal area of the
turbine rotor.

V. TURBINE FORCES AND POWER

A. Basin-Scale

The horizontal grid resolution of the basin-scale simulations
is larger than a turbine diameter, and therefore the forces of the
turbine are distributed over a horizontal region in space which
is larger than the actual turbine. However, many vertical layers
of cells are often used to resolve variations in depth (figure
2). Thus, the turbine may span several vertical layers. For any
grid cell in the basin-scale model, the turbine force per-unit-
volume is specified by;

fd,basin = −1

2

Afc

Vc
ρC?

T |~uAVb|~uAVb (3)

where Afc is the portion of the turbine frontal area contained
within the grid cell and Vc is the cell volume. For the example
provided in figure 2, the turbine forces are distributed over
cells 2 and 3, while ~uAVb is calculated using cells 1,2,3 and 4.

basin-scale grid

CFD grid

averaging volume

turbine rotor (porous disk)

1

2

3

4

Fig. 2. Example of grid resolution for CFD and basin-scale simulations
and definition of the velocity averaging volume. LAV and HAV refer to the
averaging volume dimensions; ∆x and ∆z refer to the basin-scale grid; δx
and δz refer to the device scale grid.

Conceptually, fd,basin is uniform over the rotor disk; however
it’s value may vary with depth due to variation in Afc.

The basin-scale simulation calculates the power output
using;

Pbasin =
1

2
ρ|~uAVb|3C?

PAf (4)

B. Device-Scale

In the CFD scale simulations, the representation of the
turbines can range in complexity from full blade-resolved
simulations, to simpler porous-disk type approaches. For the
initial studies reported here, the porous disk approach has been
used to provide a simplified representation of turbines. The
porous disk method specifies the drag-per-unit-volume using;

fd,cfd = − 1

2td
ρK|ux|ux (5)

where K is a non-dimensional resistance parameter, and td is
the porous disk thickness in the CFD mesh. This type of spec-
ification allows the drag force to vary spatially over the disk.
Such spatial variation may be present for turbines in boundary
layers, or for non-uniform inflows due to local bathymetry
or other turbines. This spatial variation was included in the
CFD model because it has sufficient grid density to resolve its
impacts, whereas the basin-scale model used a uniform drag
distribution.

Note that it is possible to specify both axial and azimuthal
(swirl) forcing terms for a spinning turbine rotor based on
airfoil lift and drag coefficients. (Please see [6], [7] for more
details). Such an approach may provide a more realistic
representation of real turbines, however the present approach
has been taken due to its relative simplicity.



The turbine thrust force T was found by numerically
integrating fd,cfd over the porous disk volume region.

T =

∫
Vdisk

fd,cfd · dV (6)

Similarly, the power was found by numerical integration of
the product of the local forcing term and local axial velocity.

P =

∫
Vdisk

fd,cfd · ux · dV (7)

This formulation gives an idealized power output which as-
sumes that all of the applied force contributes directly to
power production. Therefore blade drag and other losses are
neglected. This was considered acceptable for these prelimi-
nary studies, but losses should be considered for more accurate
power predictions. Note that the inclusion of such losses would
be done at the device-scale and incorporated into the basin-
scale model via reduced values for C?

P .
In general, ~uAVc, T and P are first determined from CFD

simulation results to find C?
T and C?

P , which are then passed
to the basin-scale code and used in equation 3 for the applied
drag and equation 4 for the output power.

VI. SIMPLIFIED CHANNEL SCENARIOS

The proposed methodology relies heavily on the assumption
that the device-scale and basin-scale simulations will provide
a consistent prediction of the volume-averaged velocity ~uAV.
This consistency depends on the size of the averaging volume.
Larger volumes will give better consistency but reduce the
ability of the basin-scale simulation to resolve the flow. Much
of the work done focused on determining an appropriate
size for the averaging volume using simplified tidal channel
scenarios to avoid the complexities of real basin flows.

The desired outcome was to achieve a high level of con-
sistency between power estimates from the basin-scale and
CFD simulations. Thus the target variable was the percent
difference between the CFD prediction of power and the basin-
scale prediction.

Perr =
Pbasin − Pcfd

Pcfd
(8)

Tests were performed with various representations of eddy
viscosity, at different flow speeds, and with/without bottom
friction. Additional tests were performed for a small array of
turbines.

The channel was rectangular with length L=5 km, width
W=1 km, and depth H=50 m. The basin-scale simulations
specified the inlet mass flow rate as 50 000, 150 000 or
250 000 m3/s (corresponding to inflow speeds of 1, 2 or 3 m/s,
respectively). The water surface height was set to η=0 at the
outlet. A single turbine was placed at mid-depth 25 m on the
channel centreline 2 km from the inflow boundary. For the
boundary layer tests, the turbine was placed at 35m depth.
The turbine had a diameter of D=10 m. In the basin-scale
simulations, two parameterizations for the vertical viscosity
were examined, on was a constant νv=0.1 or 0.01 m/s2, and the
other used a k-ε closure.

In the CFD simulations, a portion of the channel sur-
rounding the turbine(s) was modelled. Grid refinement studies
were conducted according to the GCIOR [8], [9] method and
estimated discretization errors were less than 1% for thrust and
power. Boundary conditions were set to maintain consistency
with the basin-scale flow. The inlet was located 10D upstream
of the turbine and the inflow velocity was either: uniform at
1,3 or 5 m/s; or a profile provided by results of the basin-scale
simulation (for boundary layer cases). The inlet turbulence was
set to high (10% intensity) which is thought to be reasonable
for tidal channels. The domain spanned the full water depth
(50 m). The top boundary used a rigid-lid assumption (fixed
boundary, with free-slip condition). On the bottom, a free-slip
condition was used except for the boundary layer cases, where
the bottom shear stress was specified. The lateral boundaries
were located 6D away from the turbine and used an opening-
for-entrainment option, which approximates an infinite do-
main2. A pressure outlet was used with the reference pressure
set to 0 Pa. Symmetry planes were used when applicable to
reduce computational cost. The CFD simulations used the k-ε
turbulence closure except when otherwise noted.

A. Convergence with vertical resolution

The first set of tests observed the change in Perr with
increasing the vertical resolution (i.e. number of layers) of
the basin-scale simulation. In the following discussion, the
averaging volume dimensions have been normalized with
respect to the turbine diameter D.

L̂AV =
LAV

D
ĤAV =

HAV

D
(9)

For these tests, the averaging volume dimensions were L̂AV=4,
ĤAV=1. The power error is shown in figure 3, where the
x-axis D/∆z represents the number of vertical layers per-
turbine-diameter. Using a constant vertical viscosity of 0.1 m/s2
gave a convergent trend towards zero error. Using the k-ε
closure produced a similar convergence trend, but towards -
2% error. This reflects the fact that different coefficients are
used in the k-ε closures for CFD and basin-scale models.
Based on the observed trend, increasing D/∆z from 4 to 16
(or greater) should only produce less than 2% discretization
error. Therefore, D/∆z=4 (20 vertical layers for the 50 m deep
channel) was typically used for the remainder of the studies.

B. Averaging volume horizontal size

The next set of tests observed the impact of changing
the horizontal extent of the averaging volume. Tests were
done using depth-averaged and 3D basin-scale simulations.
Tests were done using L̂AV=1, 2 or 4, and are plotted in
figure 4. Observing figure 4 it is apparent that the 2D depth-
averaged case (HAV=H) is the least sensitive to the averaging
volume horizontal length-scale. For the 3D cases with 10
or 20 layers, ĤAV was 1, and the sensitivity to L̂AV was
greater with increasing vertical resolution. Additionally, it can
be seen that the sensitivity to the vertical resolution (# of

2Blockage effects are assumed negligible for all cases considered
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layers) decreases as the averaging volume horizontal scale L̂AV
increases. In general, the consistency between CFD and basin-
scale simulations improves with increasing averaging volume
size. It was found that in general, L̂AV = 1 gave poor results
and larger values were used for subsequent tests.

C. Inflow velocity and vertical size

A set of tests were conducted to validate the methodology
over a range of inflow velocities covering expected values
in real tidal channels (1, 3, and 5 m/s). Results are shown in
figures 5 and 6. It was found that the basin-scale simulation
tended towards under-predicting the power as the velocity
increased. It is thought that this trend is partially due to
differing treatments of turbulence between the two scales of
simulation. Generally, the results improved with increasing the
vertical and horizontal size of the averaging volume.

D. Boundary layer flows

A set of tests were conducted for simulations involving
a boundary-layer. To ensure consistency between the two
scales of simulation, the CFD model used a specified shear
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L̂AV=2,ĤAV=2
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U∞ (m/s)

P
er
r
(%

)

2 4 6 8
−15

−10

−5

0

5

10

Fig. 5. Variation of power error with changing inflow velocity and averaging
volume size, for a constant vertical viscosity Av=0.1

    
      

      

      

      

      

      

      

      

      

L̂AV=2,ĤAV=1
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boundary condition for the bottom boundary instead of the
typical no-slip condition. Also, to remove the impact of
differing turbulence closures, some CFD simulations were
run without a turbulence model but with the fluid viscosity
set to be consistent with the total viscosity in the basin-
scale simulations (i.e. νcfd=νt,basin=0.1 m2/s). For these constant
viscosity cases, the friction velocity was u?=0.1344 m/s and the
bottom shear stress was τb=18.063 Pa. In later simulations, the
k-ε turbulence closure of each model was used to calculate the
eddy viscosity.

The power error is plotted in figure 7. It was found that
with sufficiently large averaging volumes, the basin-scale and
device-scale simulations provided adequately consistent power
estimates. This was true for both the constant viscosity, and k-
ε cases. With L̂AV =1 or ĤAV =1, the power was not consistent
between the two methods, particularly for the k-ε cases. Note
that basin-scale simulations often include source terms for
turbulence that are associated with form drag, however it
was found that such sources needed to be disabled to obtain
consistent results.
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ĤAV = 2
ĤAV = 1

Fig. 7. Power error for boundary layer tests, unfilled symbols are for cases
with constant vertical viscosity, filled symbols are for the k-ε turbulence model

Fig. 8. Layout of turbines for the small array test case

E. Array tests

The final set of tests done using the simple channel scenario
was for a simple array of turbines with uniform inflow. The
CFD simulations used the k-ε turbulence model in all cases,
while the basin-scale model was tested using both k-ε and
constant νv=0.1 m2/s. The layout of the turbines is depicted in
figure 8. The power error is plotted in figure 9. The power
discrepancy was approximately 6% with ĤAV=2 and L̂AV=5
or 6.

Attempts were also made to use a separate averaging volume
for each individual turbine in the array but it was found that
the basin-scale model could not resolve the interaction effects
between the turbines adequately, so the impact of the three
turbines needed to be lumped together into a single basin-
scale element.

F. Summary

All of the tests indicated that the averaging volume size
should be least twice the dimension of the turbine (or array
of turbines) in order to maintain consistency with the device-
scale simulations. Physically, the volume should average-out
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the differences between the hydrostatic basin-scale model and
non-hydrostatic CFD model. Typical errors range up to 7%.
The general degree of accuracy holds across the velocity range
typical for operation of turbines with higher errors at high
velocity.

Reducing the size of the averaging volume leads to sub-
stantial errors due to differences in the flow around the turbine
caused by formulation differences between the Ocean and CFD
model.

The k-ε turbulence closure model yields a more realistic
and accurate calculation of vertical viscosity and its impor-
tant horizontal and vertical variations. It also produces more
realistic turbine wake recovery. However, it was found that
typical turbulence sources associated with form drag had to
be disabled to obtain power results consistent with the CFD
simulatouins.

VII. MINAS PASSAGE

The simplified channel scenarios gave some insight into the
behaviour of the method, however a more realistic scenario
was also pursued to determine the feasibility for real-world
scenarios. The chosen site was the FORCE test site in Minas
Passage in the Bay of Fundy. At this preliminary stage, it has
been assumed that the turbine performance parameters C?

T and
C?

P remain constant over the tidal cycle. In reality, they would
vary somewhat with the inflow velocity and direction and due
to limitations in real turbine operation such as cut-in speed.

A. Site characteristics

The Bay of Fundy is located on the east coast of North
America between approximately 44◦ and 46◦ N latitude (figure
10). The resonant period of this system is slightly longer
than the period of the dominant M2 tidal constituent and
this area is well known for the large tide range in the upper
bay. The node point for the oscillation is near the shelf break
east of Georges Bank; however, this is complicated by other
resonances parallel to the shelf that extend down to Boston
and Cape Cod.
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For several reasons, the entire bay down to Cape Cod
and extending offshore has been modelled in this study. For
one, modifying the form drag in the upper bay can alter the
resonance so that it becomes difficult to specify boundary
conditions in a more limited area model. Moreover, previous
studies have shown that introducing features such as barrages
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D (bottom right). Depths are in meters relative to chart datum (approx 6m
below MSL)

can modify the resonance and have significant effects on tides
as far as Boston [10]. The particular areas of interest were
Minas Basin where the largest tide range occurs, and Minas
Passage that connects Minas Basin with the upper Bay of
Fundy (figure 11). The region contains extensive tidal flats,
and sensitivity tests indicated that treating wetting and drying
of these flats accurately is important for attaining accurate
model results for velocity amplitude and phase.

The dominant tidal constituent is the M2 and the amplitude
varies from 0.5 m at the open boundary to over 6 m in Minas
Basin. In an earlier study, 8 constituents were used in the
open boundary conditions (M2, S2, N2, K2, K1, O1, P1,
Q1). Most of these constituents are small compared to the
M2 (particularly the diurnal constituents) but were retained
in order to assess the accuracy of the model against tide and
current observations. The nonlinear interactions between the
semi-diurnal constituents are important in many situations. The
earlier results indicated that this representation of the system
was reasonably accurate with constituent amplitude errors of
a few cm and phase errors of a few degrees in general.

B. Device-scale Simulations

There are plans for four berths at the FORCE test site for
demonstration turbines . The present study used simplified
turbines located at these sites. For each berth, a CFD sub-
domain was created aligned with the expected flow at the
maximum flood condition from basin-scale simulations with
no turbine forcing present (see figure 12). The sub-domains
were 200×200 m, and the bottom boundary was generated
using 5 m resolution bathymetry data [11] (figure 13). The



upper boundary location was set using the initial basin-scale
simulation results for depth at the centre of the sub-domain
for the max-flood condition. The sub-domains were discretized
using the same meshing strategy as for the simple channel
cases, except that the elements conformed to the irregular
bottom geometry. For all cases, a generic turbine with D=16 m
was used for each berth. The porous disk resistance coefficient
was set to a value of K=1.8. The turbines were placed at
mid-depth in the centre of each sub-domain. The boundary
conditions for the CFD simulations were set using output data
from the basin-scale model.

1) Inflow: At the upstream boundary (inlet) the velocity
was specified using a 2D cubic interpolation of the nodal
values from the basin-scale grid. This interpolation was
done with respect to the lateral position (y) along the
boundary, and the height (h) above the bottom3. The
inlet turbulent kinetic energy k and dissipation rate ε
were set using a 2D linear interpolation (with respect to
y and h) of the face-centred values output from basin-
scale simulations.

2) Sides: At the lateral boundaries, an opening condition
was specified. For cases with inflow through the bound-
ary (i.e. when the flow was yawed relative to the grid),
the velocity and turbulence quantities were set using the
same interpolation methods as for the inlet. For cases
where there was no inflow through the boundary (all
outflow) the opening for entrainment option was used
with zero relative pressure and zero-gradient conditions
for k and ε.

3) Bottom: Along the bottom boundary, the shear stress
was specified using a linear interpolation of face-centred
values from the basin-scale simulation. The shear stress
was specified in this manner to ensure consistency
between the two models.

4) Top: The top boundary used a rigid lid approximation,
with a constant-height, free-slip wall. The height of
the boundary was set based on the basin-scale model
prediction at the domain centre. Note that since the water
surface height is different at different phases of the tidal
cycle, the present methodology requires a different mesh
for each phase being simulated. Additionally, a new
mesh is also required for each iteration of the overall
tuning loop (see figure 1) since the surface height may
change with each iteration.

5) Outlet: A pressure outlet with zero relative pressure was
used.

It is of interest to note that due to the spatial interpola-
tions employed, the inflow conditions specified at the domain
boundaries were not guaranteed to be perfectly compatible
with the RANS equations. It was found that the iterative
convergence of residual values was affected by this near the
inflow boundaries. Thus, iterative convergence was assessed

3Using the depth below mean-sea-level for the interpolation instead of h
resulted in non-physical velocity profiles at the bottom boundary due to better
resolution of the irregular bottom by the CFD grid compared to the basin-scale
grid

by observing trends in velocity at several points within the
domain (concentrated in the wake of the turbine). In post-
processing, the rms and max residuals were verified within
a region offset by 20m from the inflow conditions. It was
verified that the rms residuals converged by 6 orders within
this region. The values of C?

T and C?
P were then calculated

from the converged flowfield.

C. Basin-Scale Simulations

The grid was constructed from unstructured triangles that
varied in edge length from 12 km on the open boundary to
40 m at the berth sites. In total, there were 69 583 vertices
and 135 101 triangular elements in the horizontal. Two types
of simulations were run; depth-averaged (2D); and 3D flow
resolved using 24 terrain-following layers. The layer spacing
was refined near the bottom to resolve the boundary layer. On
a desktop computer, the model ran 60 times faster (2D) and 15
times faster (3D) than simulated time. The domain extended
down to Cape Cod and far offshore. The flow was driven by
the M2 tidal forcing.

Initially the basin model was run with approximate turbine
parameter values to provide boundary conditions to the CFD
model. The CFD model was then used to recalculate the
turbine parameters. The basin model was then re-run with
the updated turbine parameters. The CFD simulation was then
re-run and the output C?

T and C?
P were checked against the

previous run to determine if further iteration was necessary.
For all berths, a single iteration was sufficient to achieve
converged results for C?

T and C?
P .

D. Model Results

As with the simple channel tests, the consistency between
the CFD and basin-scale power estimates was of key concern.
It was found that with the increased complexity of the flows,
there was a greater discrepancy in ~uAV. Table I summarizes the
turbine performance parameters and power output from CFD
and basin-scale simulations.

The FORCE test site scenario tested here is a significantly
more complex problem, however the power predictions remain
consistent within 16% for 2D simulations and within 26%
for the 3D simulations for each considered berth location.
Note that since the power is proportional to the cube of the
velocity, even small discrepancies in the averaged velocity lead
to large discrepancies in power. The CFD models are driven
with boundary conditions derived from the basin model, but
even within the small sub-domain the models are resolving the
flow differently. This is most pronounced for the 3D simulation
of Berth A, where most of the sub-domain sits on a ledge of
about 32 m depth. But in the north portion of the domain the
bottom falls down to about 50 m depth. Current speed is highly
variable within the sub-domain; even when simulated without
the presence of a turbine there is an estimated 10 cm/s difference
in flow speed across the face of the averaging volume. The
different resolutions and physics between the models result
in different estimates of the flow field and therefore different
estimates of velocity and power at the turbine.



Testing with a range of inlet conditions has shown the
turbine parameters C?

T and C?
P to be quite stable. This suggests

that any discrepancy in the flow field between the CFD and
basin model will have little impact on the values of C?

T and
C?

P . The turbine power is much more sensitive to the current
speed. The difference in power estimates comes down to the
consistency of the velocity estimates of each model.

VIII. CONCLUSIONS

This paper has presented a methodology for representing
turbines in basin-scale simulations based on performance met-
rics obtained from CFD simulation results. A major challenge
for such modelling is choosing how to parameterize the turbine
performance. The standard thrust and power coefficients are
of little value since it is not possible to define a freestream
velocity for such flows. This paper proposes using a volume-
averaged velocity ~uAV taken from a region large enough that
CFD and basin-scale simulations give a consistent value of
~uAV. The thrust and power are then normalized using this
average velocity.

Simple channel scenarios showed fairly good agreement for
power (within 7% or less) when the averaging volume is a cube
with side-lengths roughly twice the turbine diameter. Using
larger volumes resulted in better consistency for the simple
cases.

The complex Minas passage cases were more challenging
and good consistency was not achieved in general. Two di-
mensional basin-scale simulations produced peak-flood power
consistent within about 16% to CFD simulations.

An advantage of the volume-averaging method is that it
allows the CFD model to do what it does best in modelling
the small-scale flow accurately, and allows the ocean model
to do what it does best in efficiently modelling the large-scale
flows. For given power conditions, the coefficients C?

T and C?
P

are relatively constant over a range of current speeds so that
the method is robust.

To achieve agreement in power estimates between the basin-
scale and CFD models in complex scenarios such as this, fur-
ther work is required. Possible improvements may be achieved
by making the formulation for bottom friction consistent
between the models, modifying the turbulence closures to be
more consistent or to include free surface effects in the CFD
model. As it stands, the methodology is adequate for rough
power predictions, but greater confidence would be gained
with better consistency to CFD results for power.

The results presented here highlight the difficulty in mod-
elling tidal turbines in-situ. It is relatively easy to perform
simulations of idealized flows, but real tidal flows are vastly
more complex. It may be that a tighter coupling between basin-
scale models and CFD scale models is required, where the
two models are solved simultaneously with shared boundaries.
This approach is currently being considered at the University
of Victoria.
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TABLE I
CFD AND BASIN-SCALE POWER (KW) AT PEAK FLOOD

Berth L̂AV ĤAV C?
T C?

P Pcfd Pbasin % diff

A 2.5 >2 1.031 0.767 990 1117 13%
B 4.7 >2 0.988 0.727 1501 1266 -16%
C 4.7 >2 1.002 0.739 1424 1284 -10%
D 2.5 >2 1.020 0.761 1350 1397 3%

A 2.5 2 1.080 0.822 990 1249 26%
B 4.7 2 0.995 0.734 1501 1220 -19%
C 4.7 2 0.981 0.716 1424 1249 -12%
D 2.5 2 1.072 0.821 1350 1456 8%
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