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Abstract

Ocean wave-powered desalination of seawater using reverse osmosis (RO) presents an im-
portant opportunity for coastal communities as an economical and clean source of fresh
water. However, the breadth and depth of study in the design of hydraulic power take-
offs (PTOs) for ocean wave-powered RO is not sufficient for reliable high-performance.
This work introduces several novel PTO architectures for wave-powered RO systems
that take the approach of pressurizing seawater directly using a pump that is driven by
the wave energy converter (WEC). These architectures include co-generation of elec-
tricity with fresh water to support the system without reliance on a local electrical
grid. These architectures are modeled and compared in terms of the size of the WEC-
driven pump, the RO membrane module, high-pressure accumulator volume, and the
yearly average rate of permeate production. Results show that a parallel-type PTO
architecture that closely resembles the state-of-the-art is consistently outperformed by
series-type architectures. The series-type architecture, which is examined with and
without an integrated switch-mode power transformer, produces as much fresh water
as the parallel-type architecture while (1) using a WEC-driven pump that is 30-74
percent smaller without the switch-mode power transformer and 70-92 percent smaller
with the switch-mode power transformer and (2) requiring 75 percent less high-pressure
accumulator volume. Results also show that varying the active RO membrane area as
a function of sea conditions can improve performance in terms of WEC-driven pump
size, RO membrane module size, and permeate production, by 7-41 percent. Using
model predictive control as an optimal load control method, this work also finds that a
variable displacement WEC-driven pump can enhance productivity by 11-29 percent.
Pipeline modeling methods are also examined for their use in wave energy systems and
results show that a lumped parameter pipeline model that represents a pipeline in mul-

tiple segments is sufficient for the design of these systems, subject to a constraint on

v



the length of pipe each segment represents. As a whole, this work provides guidance
to the design of PTOs in future projects with insight into selecting the architecture of
the PTO, formulation of multi-objective design problems, and models that can be used

effectively for model-based design.
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Chapter 1

Introduction

1.1 Background

Researchers have recently estimated that four billion people experience severe water
scarcity for at least one month out of the year [I] H Despite the prevalence of water
on Karth, only 0.8 percent of water on earth is accessible in the form of river water,
fresh lake water, or groundwater [3]. Furthermore, local availability is sparse and not
all source can support an area sustainably [4]. Most water, about 97 percent, carries
too much salt (e.g., sea water) to be useful and the rest is otherwise inaccessible.

For arid and drought prone coastal regions, like areas of the southwest United States,
North Africa, and the Middle East, desalination and treatment of seawater may be a
feasible solution for increasing sustainable resources of water. However, all desalina-
tion processes require significant amounts of power to perform and add to the energy
demands of a community. Reverse osmosis desalination is a membrane-based process
used to separate water from dissolved solids using high pressure as a driving force. It
is a common desalination process and is three to six times more energy efficient than

thermal desalination processes [5] [6].

!Qualifying and quantifying water scarcity is a complex problem and there are many metrics used
to qualify water scarcity [2]
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Researchers have recently turned their attention toward renewable energy, such as
solar, wind, ocean wave energy, as direct sources of power for desalination [7, [8 ©9].
In fact, the US Department of Energy has recently encouraged commercial application
of these methods by hosting competitions for teams to design and build desalination
systems powered by solar energy and ocean wave energy [10]. As a way to reduce
cost and improve the efficiency of a wave-powered desalination process, a community
of researchers and a developing wave energy industry have considered integrating the
reverse osmosis process into the hydraulic circuit of a wave energy converter (WEC)
power take-off (PTO) (the subsystem responsible for loading the WEC and converting
power) to avoid losses in the conversion of power to and from mechanical and electrical
power for pressurizing feedwater [9, 1T, 12], 13} [14].

The global resource for power in wind generated ocean waves has been estimated to
be about 2.1 TW [15]. Compared to the world average power consumption in 2018 of 18
TW [16} 17]; this is not insignificant. However, the same study estimated that only about
97 GW is extractable with current wave energy conversion technology. Nonetheless,
coastal regions with convenient access to the resource would benefit from a local wave
energy resource offsetting the power demand of desalination. This was found to be
plausible for the Gran Canaria Island, an arid island off the coast of northwestern
Africa that depends on desalination to meet roughly 55 percent of its water needs [18].
Researchers at the National Renewable Energy Laboratory also estimated the cost of
water production powered directly from wave energy would be competitive with other
source of water in the drought prone state of California [19].

Conversion of wave energy to fresh water via reverse osmosis is a considerable techni-
cal challenge. The wave energy conversion process is a characteristically variable process
that deals with absorbing power under the force of slow, random, and irregular waves.
For instance, the ratio between the peak and mean power absorbed by a WEC has been
estimated to be anywhere between 7 and 58 to 1, depending on the system design and

control scheme [20, 2I]. In contrast, conventional RO processes are characteristically
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steady, with changes to operation being made very slowly and only as feedwater temper-
ature changes or the membranes accumulate debris and degrade. This steady operation
is necessary, to a degree, for the relatively fragile components of RO systems.

The work presented in this thesis addresses the challenge of designing an effective
and robust wave-powered reverse osmosis systems by considering the trade-offs between
several power take-off architectures. The contributions of this thesis include the intro-
duction of several novel power take-off architectures for this application, the formulation
and execution of three multi-objective design problems, and comparative analysis of the
architectures within these multi-objective design problems. Furthermore, the analysis
performed as part of one of these comparative studies contributes clear motivation for
further work to understand and clarify the limits of conventional reverse osmosis com-
ponents when subjected to significant pressure variation. In addition to exploring the
architecture for the power take-off, this work contributes to the design of these systems
with a comparative study examining modeling practices for capturing the effects of long

pipelines when they appear in the context of a wave-energy system.

1.2 Literature Review

This section provides a more detailed review of the technologies involved in wave-
powered RO systems and on the state of the literature for these systems. First, a
review of the RO process is provided with a discussion on modeling the process and
the design constraints placed on RO systems. Next, the challenge with the variability
of ocean waves is discussed. This is followed by a review of the various PTO architec-
tures considered for both electrical power producing and water producing wave energy
systems. The review concludes with a discussion on long pipelines and a comparison of

modeling standards in literature to the case of wave-powered systems.



1.2.1 Reverse Osmosis Desalination

Reverse osmosis (RO) desalination is a membrane-based process used to separate water
from seawater, which has high concentrations of dissolved salts and suspended solids.
The membranes are designed to be selectively permeable to water molecules and rela-
tively impermeable to larger molecules like most salt ions. Pressure is applied to the
side of the membrane with higher salt concentration and serves as the driving force for
diffusion of water though the membrane. This pressure must overcome the chemical
potential that results from the difference in solute concentration; the balancing pressure
to the chemical potential is the osmotic pressure.

The behavior of this process is illustrated by Figure which shows the trends in
water and salt flux across a conventional RO membrane as a function of the pressure
differential applied to the membrane. The flux of water is approximately linear with
pressure and is offset by the osmotic pressure (usually between 2 and 3 MPa for sea-
water). Salt flux is approximately constant. The bottom plot shows that the rejection
of the salt, based on the difference in salt concentration, increases for pressures above
the osmotic pressure but is not effective (i.e., with salt rejection greater than about 95
percent) until a higher pressure of about 4 MPa (600 psi) is reached.

In the conventional, continuous process of reverse osmosis, the pressurized stream
flows across the surface of the membrane. The feedwater that enters the process becomes
more concentrated as water is driven through the membrane. The more concentrated
brine, or concentrate, is discharged as a waste stream, often back into the ocean. The less
concentrated water, or permeate, is discharge as a product stream to be made usable by
other processes (e.g., by the introduction of minerals for drinkability). In early process
designs, the concentrate stream was throttled from the higher feed pressure to the lower
pressure of the discharge piping. Now, the convention is to include a device called an
energy recovery unit (ERU) to use the high pressure of the concentrate stream to do

useful work toward pressurizing the feedwater. This provides a large improvement to
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efficiency of the process since the concentrate steam accounts for one to two times the

volumetric rate of the permeate stream.

Modeling the RO Process

Modeling the RO process can be performed in a variety of ways. Manufacturers provide
software for system design analysis (see [23] for a list of software programs by manu-
facturer). However, these software packages are not useful for time-domain simulations.
For simulations of wave-powered RO systems, researchers have obtained explicit models
by manually collecting data from these software packages and performing least squares
model fitting [I1], 24]. Although the explicit model is computationally inexpensive in
a time-domain simulation, this is time intensive up-front and may prevent automated
design of the RO system. Alternatively, the system of nonlinear equations that these
software programs implement can be implemented into the system model, giving direct
access to design parameters without requiring manual collection of data. For example,
the technical manual for FilmTec™ membranes includes a system of equations that in-
cludes nonlinear effects in the process [25]. Researchers studying photovoltaic-powered

RO systems have implemented this approach [26].

Constraints on the RO Process

There are several important limits to consider in the design of an RO system. First, a
number of static constraints make up a window of operation with respect to pressure
and flow rate. Several of these constraints are shown in Figure [1.2] and are specified
by membrane manufactures, as in [25]. Each of these relate to either fouling of the
membrane or to mechanical damage. For example, a minimum brine flow rate is required
to prevent accumulation of fouling material while a maximum brine flow rate is specified
to limit flow forces on the membranes.

Additionally, start-up and shut-down of RO systems should be performed relatively

slowly, with a rate of pressure change less than 70 kPa per second, to avoid mechanical
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Figure 1.2: RO membrane operational window, where the pressure (P) is the pressure
differential across the membrane and the flow rate (Q) is the rate of feed water flow
[27].

damage to the membrane and membrane housing [28] 23], 25]. Extension of this con-
straint to continuous operation is not made explicit. However, in normal operation of
a conventional RO plant, the pressure is held nearly constant, so it is understandable
that an extension of this constraint to normal operation has not been made explicit.
Furthermore, the value of the constraint seems to not be substantiated in any literature.

The lack of clarity suggests that the pressure rate-of-change constraint may be a
conservative value and that the underlying mechanisms may not be well understood.
However, both [28] and [23] claim this constraint relates to mechanical damage to the
membrane and membrane housing such as compaction of the membrane or cracking on
the housing. Until the constraint is reevaluated it should be considered valid, especially
for the design of the highly variable wave-powered application. Prior work on wave-
powered RO systems has neglected this pressure dynamic constraint. In the work by
Folley et al., the constraint was acknowledged but neglected for lack of substantiation
and intuition that RO system components could be designed to be more robust if the

wave-powered RO market created the demand [29].



1.2.2 Ocean Waves and Wave Energy Harvesting

A substantial challenge in the design of a wave-powered plant is made apparent when
timescales over which wave energy is variable are considered. Figure shows a repre-
sentation of the surface elevation in time for a fixed location. It also shows the resulting
force that the passing waves would have on a two-meter wide buoy-type WEC [30].
The surface elevation is essentially random and varies at several time scales: within a
single wave, wave-to-wave, and between groups of waves. Further, Figure represents
a single sea condition that may persist at the same mean energy level over a several

hours; this mean energy level is variable as well.
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Figure 1.3: Example of surface displacement in realistic sea conditions and the resulting
force exerted on a buoy with radius of 2 meters and draft of 4 meters.

It is at the longer time scales that researchers have developed a theory of sea states,
as it is at this scale that wave conditions become consistent enough to characterize statis-
tically [31]. In this theory, the surface elevation is described by a stochastic description
of the mean energy as a function of frequency, termed a wave spectrum. These wave
spectra can be transformed to the time-domain for simulation and analysis of marine

systems, such as WECs. Parameterized, analytical expressions such, as the JONSWAP



9
spectrum [32] and Pierson-Moskowitz spectrum, [33] capture the typical shape of the dis-

tribution and can be parameterized by relatively short time-series measurements of the
surface elevation (typically 20-minute worth of data [31]). The dominant wave period
and a characteristic wave height are the most important parameters that characterize
these sea states.

The extraction of energy from ocean waves is like any other form of power trans-
mission involving motion under force. Power is captured by a WEC when a surface is
moved by the hydrodynamic force of a wave and is reacted against by the PTO. The
PTO generally reacts against the motion of the WEC and is responsible for transmit-
ting, converting, and conditioning the power extracted from the waves. There are many
concepts that have been proposed for the WEC and there is yet to be real convergence
on a particular concept within the community [34], B5], 36l 87]. Common WEC types
include (1) buoy-like devices referred to as point absorbers, (2) flap-type devices re-
ferred to as oscillating wave surge converters, (3) attenuators that articulate with joint
rotations perpendicular to the wave direction and follow the surface profile of the waves,
(4) oscillating water columns that extract energy from the air compressed by a raising
and falling water-level within a structure, and (5) over-topping devices that capture
seawater flowing over the device into a basin with a gravity fed turbine. Figure
gives an example for how power may be transmitted from the WEC to the PTO for the
case of an OWSC driving a hydraulic cylinder used as a pump within a hydraulic PTO
circuit.

The load with which the PTO reacts against the WEC is often referred to as the
damping force and serves an important function in the efficiency of power capture.
Providing the optimal load control scheme has been the subject of many researchers’
attention [38]. The two simplest versions of the load control problem is to determine
either a constant, Coulomb-like damping force or a damping rate (such that the load

is proportional to the velocity) that maximizes the power absorption. From these two
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Figure 1.4: Example for how power may be transmitted from the WEC to the PTO for
the case of an OWSC driving a hydraulic cylinder used as a pump within a hydraulic
PTO circuit.

simple strategies, the constant Coulomb-like reaction force is often considered for hy-
draulic systems [36]. However, a load that is proportional to the WEC velocity found
favor in the field for being amenable to frequency-domain analysis [39].

More advanced approaches have been considered as the field has developed. Ap-
proaches include assisting the device into a resonance condition by i) feeding energy
back into the WEC from the PTO [40], ii) switching between a high and low forces [41],
and iii) restraining the motion of the WEC for some period [42]. More recently, model
predictive control and machine learning (e.g., neural networks) have been applied to the

problem in order to give optimal control over the load on the WEC [3§].
1.2.3 Power Take-Off Design - Wave Energy and Wave-Powered De-
salination

In this subsection, the scope of efforts to design an effective hydraulic PTO is examined

for both the electrical power producing and water producing applications. By far, most
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work has focused on the electrical power producing systems and has resulted in the most
diversity in PTO architectures. The first part of this review gives an overview of work
exploring the design of hydraulic PTOs for electrical power production with a focus on
this diversity. This is then contrasted with work concerned with coupling a hydraulic
PTO directly to a reverse osmosis process. This field lacks the same diversity in PTO

architecture.

Power Take-off Design for Electrical Power Production

Serious study of hydraulic PTO design in the electrical energy producing application of
wave energy harvesting began around 2010 despite the initial surge in research into the
extraction of wave energy coming in the late 1970s with the oil crisis of that period. In
2009, Plummer and Schlotter [43] suggested that prior analysis of wave energy systems
neglected to consider limitations and losses in the hydraulic power take-offs and that,
at best, researchers had assumed that PTOs had a constant efficiency across operat-
ing conditions. The authors illustrated how significant the non-ideal characteristics of
hydraulic machines are by comparing the performance of a WEC and its PTO in sim-
ulation design using two methods, (1) with the assumption of ideal machines and (2)
with realistic loses.

Soon after, researchers considered more realistic models of hydraulic power take-offs
and began pointing out significant trade-offs to consider in their design. For example,
analysis that included the diminishing efficiency of a hydraulic motor in part-load op-
erating conditions led Cargo et al. [44] to recommend that hydraulic power take-offs
either implement a large number of smaller motors or implement motors with better
part load efficiency like digitally variable displacement motors [45]ﬂ

Two PTO architectures are considered to represent the simplest embodiment of a

hydraulic PTO. These are the variable pressure PTO and the constant pressure PTO,

2Their recommendation was in line with previous intuitions and findings about the poor part-load
efficiency of hydraulic systems given in [43].
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shown in Figure [35, 46, [47]. Most researchers have considered the constant pressure

architecture [30, 36, 411, 48], [49] because it offers a significant degree of power smoothing
and can be more efficient since the variability of the hydraulic motor operating condition
can be small. However, the variable pressure PTO is considered to offer greater control

over the reaction forces on the WEC and thus greater power capture.
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Figure 1.5: Two basic hydraulic architectures: the constant pressure PTO and the
variable pressure PTO m [46].
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Costello et al., in [46], studied both these architectures with the aim of clarifying the

trade-offs between them and to uncover the challenges of each that might be overcome by
alterations to these architectures. The results of the study confirmed that the variable
pressure PTO could capture more power and that it was less efficient than the constant
pressure PTO. The study found that the difference in performance was not large and
that the choice of hydraulic motor and generator architecture should be the deciding
factor in the choice of architecture. However, later work challenged these distinctions.

Cargo et al., in [30], considered how well real-time control over the reaction force,
by varying the system pressure, could improve the performance of the constant pressure
architecture. Their study revealed that the relatively slow dynamics of accumulators
prevented effective real-time tuning of the PTO reaction force at the time scale of each
passing wave, as is achievable with the variable pressure PTO architecture.

Hansen et al. [20] considered the variable pressure PTO but considered a higher
degree of control than in [46]. Their architecture considered a four-quadrant control
over the motor torque using a variable displacement motor whereas [46] considered only
two quadrant control of the motor torque. This allowed for a reversal of power flow
from the PTO to the WEC that could assist the WEC into a resonant condition.

Later, Hansen et al. [50] considered an alteration to the constant pressure architec-
ture that avoided the slow control over the PTO force found by [30] and also enabled
four-quadrant control. Instead of the fixed displacement WEC-driven pumps previously
considered, this new architecture included a discretely variable displacement pump com-
prised for a hydraulic cylinder having several switched chambers with different piston
areas.

Finally, Dieflel et al. considered a similar approach to [50] providing variable dis-
placement for the constant pressure architecture using multiple cylinders switched in
and out of a pumping mode [47]. The approach uses a single on/off valve and two
check valves that can latch in the open position. This approach involves fewer and sim-

pler components than [50] and gives faster control than the unaltered constant pressure
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architecture, but is slower than in [50] and does not allow for four quadrant control.

Power Take-Off Design for Wave-Powered Reverse Osmosis

The wave-powered RO system designs considered in literature and by industry take
relatively simple approaches to addressing the design constraints, but they are likely
overly expensive and inefficient. These designs rely on large of hydraulic-pneumatic
accumulator volumes and the dissipation of power through pressure relief valves to deal
with the variation in flow supplied by the WEC-driven pump and meet the constraints
on operating pressures imposed by integration of the RO module [IT}, 51}, 52].

The first wave-powered reverse osmosis system was built in the 1980’s [51} [53]. The
DELBUQY, as it was called, was comprised of a 2.5-meter buoy driving a hydraulic
cylinder serving as a sea water pump to the RO module with an accumulator to smooth
pressure variation. This same circuit architecture was considered again in the 2000’s
with the development of a control system to maintain a desired RO feed pressure [14, 54].

Folley et al. reintroduced the concept of wave-powered reverse osmosis with a step
toward a more energy efficient process by introducing an architecture that included an
ERU [11129]. As shown in Figure this ERU is a pressure exchanger-intensifier used
to recover power from the concentrate stream. The work included parameter studies
on the effect of the accumulator volume and the number of RO elements on water
production and product salt concentration. This level of analysis went beyond the work
published by Hicks and Please [51] but was narrowly focused on optimizing production
rates for this simple design without consideration of constraints on the process other
than the maximum pressure.

Yu and Jenne introduced a model of a system adapted from [29]. They modeled
the system to estimate the cost of water production [I9] and studied the dynamics and
design of the plant [24]. The model was implemented using WEC-Sim [55], a modeling
framework developed by the National Renewable Energy Lab in Simulink and SimScape

Fluids, the MATLAB-based graphical user interface. They presented analysis similar
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Figure 1.6: Wave energy powered reverse osmosis power take-off schematic[29].

to the work by Folley et al. [29] concerned with determining the optimal capacity (i.e.,
effectively the total installed membrane area) for minimizing the cost of water [19].
They also considered the effect of the total accumulator volume on the magnitude of
variation in pressure during plant operation, settling on a total accumulator volume
of 6000 liters [24]. For a sense of scale, this plant was rated for about 150-kW of
average power throughput. It is likely that these systems will require significantly large
volumes of accumulators. Yet, no study on the design of these systems has considered
the constraint on the rate-of-change in pressure of the RO process, a constraint that
may drive the total accumulator volumes required even higher.

More recent works have reverted to using the simpler design without energy recovery
[56, 57, [58]. Each of these present a design concept for the system they consider and
report model results using WEC-Sim but do not present any design analysis aimed at
improving the performance of the PTO. Their models in WEC-Sim are modifications

of the WEC-Sim model built by Yu and Jenne [24].
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The only recent work to consider a different design for the PTO has considered
a batch RO process with a conventional hydraulic power transformer and an electric
generator that is driven by a separate hydraulic motor[59]. This system is shown in
Figure [.7] The transformer is formed by coupling the shafts of a turbine and pump.
The shaft speed is controlled with either a throttling valve or an inline hydraulic motor
and electric motor/generator. Control of the shaft speed enables control of the batch
RO process. The analysis of this work focused on estimating the levelized cost of water
and the specific energy consumption of the process. No design analysis was presented
to determine component sizes but the work did compare the performance difference
between using a throttling valve and a hydraulic motor for speed control of the hydraulic

power transformer.
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Figure 1.7: Schematic for a wave-powered batch RO system [59].

Other practical analysis such as the electrical power demands, avoiding cavitation,
and meeting conventional constraints on the RO process have not been considered in
any literature on these directly coupled, wave-powered RO systems. Notably, an intake
system capable of providing an initial filtering processes and providing an elevated pres-
sure to the WEC-driven pump inlet has been neglected. Instead, it has been assumed
that filtered seawater will be available from a sea well with low flow resistance.

The PTO architectures studied for wave-powered RO have not been iterated upon
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as much as the electrical power producing PTOs. However, some of the approaches
applied to the electrical power producing PTO architectures could be applied to the
wave-powered RO PTOs as well, especially those for the constant-pressure type PTO
architectures. Doing so could serve to improve the effectiveness of power absorption
but may not address the requirement for large accumulator volumes. The field has
not presented any alternative to using large accumulators and pressure relief valves for

power smoothing in wave powered RO systems.

1.2.4 Pipeline Modeling for Wave Energy Systems

Prior modeling and design analyses given in literature are likely inadequate for practical
implementation because they neglect the dynamics of long pipelines in the system.
In fact, no published work on wave energy converters have considered the presence
of long pipelines despite being a feature of many wave-powered RO system concepts
[13, 51] and some electrical power producing system concepts [52]. For scale, for the
electric power producing prototype plant built by Aquamarine Power, called Oyster
1, the bottom-mounted, flap-type WEC and the driven linear pump were placed 500
meters offshore while the turbine and electric generator was placed onshore; these two
parts of the plant were connected by 500-meter-long, high-pressure and low-pressure
pipelines [52]. Depending on the geography of the seabed, the pipeline may be anywhere
between 300 and 1500 meters long [51]. With a WEC generating flow pulsations every
three to ten seconds, these lengths of pipeline are on the same order of distance as the
wavelength of pressure waves traveling in the working fluid (e.g., sea water and mineral
oil having speeds of sound between 1500 and 800 m/s respectively). This condition for
the pipeline flow may have important effects on plant performance and the control of
pressure variation at the RO module.

The presence of a pipeline may not be necessary for all electrical power generating
plants because the electrical generating machines might also be placed offshore and a

set of undersea cables could transmit the electrical power that is generated. However,
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the wave-powered RO systems must have at least one pipeline in the system. This is the
case whether the pipeline is supplying pressurized feedwater to the RO module onshore
or piping the freshwater product to shore from a RO module placed offshore. In both
cases, the presence of the pipeline with the distributed inertive, resistive, and capacitive
properties of the working fluid may have significant effects on the variation of pressure
in the RO system. Therefore, models of pipeline dynamics should be incorporated into
the modeling and design framework for these systems so that 1) the performance of the
plant is modeled accurately and 2) the systems can be designed to meet the constraints

on the RO system operation effectively.

1.3 Overview

Based on the review of the literature in Section the work of this thesis addresses

the following research questions about power take-off design.

1. How do alternative hydraulic PTO architectures perform on design metrics such
as production and component size requirements, while also meeting constraints,

such as limits on pressure and constraints on the rate-of-change in feed pressure?

2. What effect does a constraint on the rate-of-change in feed pressure of the RO

process have on design metrics (e.g., component size and plant efficiency)?

3. What modeling techniques are appropriate for capturing the dynamic effects of

pipelines in the system?

This work specifically explores the design oriented questions, questions [I] and
in the context of a system that co-produces freshwater and electrical power. This
is to enable a more robust design then has been considered previously and that can
truly be autonomous as it can meet its own electrical power demands. The schematic
in Figure illustrates a WEC/PTO system that is designed for co-production of

electricity and potable water and is considered the baseline architecture throughout
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this work. The PTO includes (1) a WEC-driven, hydraulic cylinder and check valve

rectifier that together function as a pump, (2) an RO system comprised of the RO
membrane module and an optional energy recovery unit (ERU) used to recover power
from the high-pressure brine that would otherwise be throttled, (3) an electric motor-
driven charge pump that resupplies seawater consumed in the RO process and provides
an elevated pressure so that cavitation is avoided in the suction side of the WEC-driven
pump, (4) an electric generator that is driven by a hydraulic motor and is used as a
source of electrical power and a means of regulating the pressure at the RO feed inlet,
and (5) hydraulic accumulators that give the system capacitance, reducing the pressure

variation caused by the variations in flow rate from the WEC-driven pump.
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Figure 1.8: Simple wave-powered reverse osmosis desalination plant with co-production
of electric power.

The aims of this work are addressed by three multi-objective design studies and a
modeling study. Chapter [2] presents a design study that considers component sizing

and yearly-averaged permeate production in the context of variable sea conditions. The
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component sizing considered in this study includes (1) the sizing of the WEC-driven
pump (specifically, the volumetric displacement) and (2) the sizing of the RO module
(specifically, the total membrane area). Variations to the PTO architecture include vari-
able displacement as a feature of the WEC-driven pump, variable membrane area as a
feature of the RO module, and the configuration of the circuit with the hydraulic motor
in parallel or in series with the WEC-driven pump and RO module. The study also con-
siders an extension of the series-type architecture to include switch-mode techniques to
form a switch-mode power transformer within the circuit. This study is performed using
a computationally efficient approach that models the time-averaged system performance
on the basis of discrete sea conditions and ignores the dynamics of the PTO.

Chapter [3] builds upon the findings of Chapter [2] by considering how varying the
load on the WEC on a moment-to-moment basis, through load control, affects the
mean power captured by the WEC in a discrete sea condition and on a yearly-averaged
basis in the context of variable sea conditions. This study specifically examines how
the limits of the PTO effect performance. The type of limits considered include the
maximum load, minimum load, and the maximum rate the load can be adjusted. A
model predictive control based machine learning scheme is developed to perform this
study; the goal of which is to identify the absolute maximum performance that can be
achieved without regard to practical control system implementation in a real system.
The results of this study are applicable to both electrical power production from wave
energy and wave-powered desalination.

Chapter [4 addresses the dynamics of the PTO in its design using a two-way coupled
model of the WEC and PTO. This design study considers the sizing of the high-pressure
accumulators and mean power loss in the context of meeting a constraint on the rate-
of-change in RO feed pressure. Four PTO architectures are considered, including the
baseline parallel-type, the parallel-type with dynamic pressure filters, and the series-type
architecture. Pareto optimal designs are found for each architecture using grid studies.

The Pareto fronts are compared to provide a rank-ordering of the architectures. The
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design of the baseline architecture is also considered without regard for the pressure
rate-of-change constraint to quantify what the cost of this constraint is on the design
performance of the PTO.

To frame this work in the context of a concrete application, the work of Chapters[2]
and 4] will assume a specific WEC design and location for the system. Specifically,
this work assumes the same WEC and site location considered by Yu and Jenne in [19].

Chapter [5] presents a study comparing pipeline modeling methods in wave energy
systems. Three lumped parameter models and two distributed parameter models are
implemented as part of a generic PTO system model with a prescribed, realistic WEC-
driven pump flow rate. Parameters of the system, such as accumulator capacitance and
pipeline length are varied across several design cases. The performance of each pipeline
model is judged based on the comparison on resulting estimates of several design metrics
across all design cases. The design metrics include power loss, pressure variation, and
peak rate-of-change in the load pressure.

This work is reviewed and its conclusions are summarized in Chapter [ Chapter [0]
also provides conclusions made in view of the work as a whole and provides suggestions

for future work.



Chapter 2

A Comparison of Power Take-Off
Architectures for Wave-Powered
Reverse Osmosis with

Co-Production of Electricity

The content of this chapter was first presented in [60].

2.1 Introduction

This chapter introduces several proposed PTO architectures, and presents a study quan-
tifying their potential design performance in terms of the annual average production rate
of fresh water, the power density of the WEC-driven pump, and the installed capacity
of the RO module.

A useful design metric for these systems is the levelized cost of water as examined
in [29, 19, 61] (i.e., the cost of constructing and operating the system normalized by the

water that is produced). However, this requires a suitable techno-economic model, which

22
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is out of scope for this work. While the analyses in [29, [19, [61] include techno-economic
models of similar systems, they do not include the effect of the PTO’s component sizing
on the costs of the system, other than the installed capacity of the RO module [29] 19].
Without a model including the effects of the PTO component sizing, there is no basis
for combining the proposed design metrics in a single metric; therefore, the comparisons
made in the work will made under the framing of a multi-objective optimization where
the design of the system can trade merit between the objectives.

This work will assume the same WEC design and wave environments as is considered
in [19]. This enables bench-marking and establishes a point of reference for compar-
ing an architecture design performance on multiple design objectives. However, some
additional work is required to establish values for the displacement of the WEC-driven
pump and capacity of the RO module for the system in [I9] in terms considered in this
work. Furthermore, the performance results of the system in [I9] do not account for
limits to the pressure of the RO system. Although this was addressed by the work in
[24] with the addition of a pressure relief valve, an updated estimate for the average
annual freshwater production has not been produced. Therefore, the model used in [19]
will be augmented to include the effect of a pressure relief valve and will be exercised
to produce an updated estimate for its average annual production so that it can be
compared to the PTO architecture proposed in this work.

This work is organized as follows. The proposed PTO architectures will be presented
in Section Then, the work to establish the design performance of the system design
presented in [19] will be presented in Section Next, the methods used to study
the proposed PTO architectures are presented in Section 2.4 These methods include
the mathematical models, the design optimization algorithm, and the method used to
compare architectures to reference design. In Section the results will be presented
and discussed, including several example designs produced by the design optimization
algorithm, results for the overall design performance of each PTO architecture, and

comparisons between the design performance of each architectures. The comparisons
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are made using, first, the performance of the system in [19] as a reference and, second,
a reference design selected from the results of the design optimization algorithm used in
this work. A set of conclusions about the choice in PTO architecture will be presented

in Section

2.2 Proposed Power Take-Off Architectures

The PTO architectures proposed in this work are motivated by two goals: maximizing
the energy that is absorbed and transmitted to the RO membrane module to produce
freshwater and maximizing the power density of the WEC-driven pump. The drawbacks
of the baseline architecture shown in Figure [1.8| will be discussed along with proposed
modifications that address these drawbacks. This discussion begins with how the design
and operation of the baseline architecture affects wave energy capture and freshwater
production and ends with a discussion of methods for improving power density.

The reaction forces placed on the WEC by the power take-off, referred to as the
PTO load, serve an important role in determining the rate of wave energy capture by
the WEC. Similarly, the pressure of the seawater fed to the RO module, along with the
active surface area of the RO membrane, determines the rate of permeate production
and the power it consumes. A drawback of the baseline system shown in Figure is
that, once the component sizes are fixed, the only variable available to modulate the
load on the WEC and the production rate of the RO module is the pressure of the high-
pressure rail. Both the power draw of the RO process and the power absorption of the
wave energy harvesting process are solely dependent on this shared pressure level. For
any given sea condition this would not be an issue since the pressure, displacement of
the WEC-driven pump, and total membrane area in the RO module could be optimized
in conjunction to maximize the system performance. However, sea conditions at a

production site are variable and the system must perform in a variety of sea conditions.
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The relationships between the system pressure in the PTO and (1) the power ab-

sorbed by the WEC and (2) the power consumed by the RO module are illustrated
in Figure [2.1l The effect of the sea state and the effect of the size of the pump are
illustrated by four separate curves. The average power absorbed by a WEC depends
on the load that is placed on it by the PTO and has some maximum value. Different
sea states offer different levels of power. Changing the pump displacement can shift the
relationship between the pressure differential across the WEC-driven pump and power
absorbed since the load on the WEC is the product of the pressure and displacement
(plus losses). The effect of the total active membrane area, affected by the size and
number of RO membrane elements comprising the RO membrane module is illustrated
with two different curves. The permeate production rate of the RO process is approxi-
mately linear with respect to pressure, resulting in a quadratic relationship between the
operating pressure and the power consumed. The production rate and power consumed
scale proportionally with the active membrane surface area.

As suggested in Figure the pressure offering maximum power absorption by the
A ——WEQ, higher pump displacement
= = WEC, lower pump displacement

—RO, higher membrane area
— —RO, lower membrane area

power SS2

pressure

Figure 2.1: An Illustration of the relationships between the pressure differential across
the WEC-driven pump and the average power absorbed by a WEC and the RO feed
pressure and power consumed in RO process. Power absorption by the WEC is plotted
for two sea states (SS1 and SS2) and two value for the WEC-driven pump displacement.
Power consumed by the RO process is plotted for two values of total active membrane
area.
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WEC will not correspond to commensurate power consumption by the RO module in all
sea states. However, if either the displacement of the WEC-driven pump or active RO
membrane area is adjustable between sea states, these could be made to correspond.
This motivates two potential features for the architecture of the PTO: (1) a WEC-
driven pump with a variable displacement and (2) an RO system that can vary the
active membrane area. Either of these approaches would provide an additional degree
of freedom to the operation of the system and may provide greater performance across
sea conditions.

Implementation of a variable displacement, WEC-driven pump instead of the fixed
displacement pump is illustrated in Figure as part of the baseline architecture. Note
that the change from a fixed displacement pump to a variable displacement pump may
require moving away from the linear cylinder pump architecture used by some PTOs (for
example see [62]), to a low-speed, high-torque, rotary-type pump architecture like the
design introduced in [63]. Alternatively, implementing the switch-mode system shown
in Figure[2.3| provides the effect of a variable displacement pump displacement while not
requiring any major change to the pump architecture. For this reason, a switch-mode
pump may be a more economical choice. In the switch-mode system, the average rate
of volume displaced to the high-pressure line is modulated by the duty cycle of the
repetitive switching of the on/off switching valve (i.e., the proportion of time the valve
is closed instead of open within a switching cycle).

Implementing a variable RO membrane area would consist of taking a portion of
the pressure vessels in the RO module, which contain the RO membrane elements, out
of operation or putting more into operation as the sea conditions change. Doing so
changes the total active membrane area.

Sharing a common high-pressure rail between the WEC-driven pump, RO module,
and hydraulic motor/generator brings about another disadvantage of the baseline sys-
tem, which will be referred to as a parallel-type architecture. As mentioned above, the

operating pressure of the RO module is constrained to pressures below 7 MPa or 8.3
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Figure 2.2: A parallel-type PTO architecture with a variable displacement, WEC-driven
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MPa (depending on the components selected). With a parallel-type architecture, the

WEC-driven pump is limited to these same pressures. This is a relatively low operat-
ing pressure by conventional standards for hydraulic systems (where pressures of 20-40
MPa are common) and, therefore, the power density of the WEC-driven pump will be
relatively poor. Since this is one of the most expensive components in the system, in-
creasing its power density can have a significant impact on decreasing the cost of the
plant as well as improving the ease of packaging components.

To accomplish a higher power density for the WEC-driven pump, a series-type ar-
chitecture is proposed that places the electric generator’s hydraulic motor in series with
the WEC-driven pump and RO module, as shown in Figure 2.4 The load of the hy-
draulic motor driving the generator creates a pressure differential that sets the operating
pressure of the WEC-driven pump above that of the RO module. At the same time,
all of the flow from the pump is directed through the hydraulic motor and to the RO
module, rather than being split between the two in the parallel-type architecture. This
reduces the displacement required for the pump for a given power level, improving the
power density. As with the parallel-type architecture, a series-type architecture can
achieve the two degrees of freedom in the operation of the plant by including a variable
displacement, WEC-driven pump, as illustrated in Figure 2.4] or an RO system with
variable membrane area.

Another series-type PTO architecture, first proposed in [64], adds an on/off switch-
ing valve and check valve in the configuration shown in Figure [2.5] which is referred
to as a switch-mode power transformer. This places a power transformer between the
WEC-driven pump and RO module that can also generate electricity. Like the switch-
mode scheme for variable displacement shown in Figure switching of the on/off
valve in the switch-mode power transformer modulates the average flow contributed by
the WEC-driven pump to the RO module. When the valve is open, flow though the

hydraulic motor is sourced from the high-pressure node at the WEC-driven pump. This
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Figure 2.4: A series-type PTO architecture with a variable displacement, WEC-driven
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Figure 2.5: A series-type PTO architecture with a switch-mode power transformer.
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accelerates the inertia of the rotating components of the hydraulic motor/pump EI and
generator, storing kinetic energy. When the valve is closed, flow is sourced from the
low-pressure rail through the check valve. In this case, the inertia of the motor/pump
and generator drive the hydraulic motor as a pump to drive flow to the RO module.
With the switch-mode power transformer in place, the WEC-driven pump can be
downsized and operate at lower average flow rates and higher pressures than any of the
other PTO architectures proposed above. This is so because the flow through the WEC-
driven pump can be lower than the flow through the hydraulic motor/pump and RO
module while delivering the same power as the pump in the other PTO architectures.
A fixed displacement, WEC-driven pump is suitable for this PTO architecture since
the switch-mode power transformer already has the two degrees of freedom needed for
independently managing both the wave energy harvesting process and the RO process;
the average speed of the hydraulic motor/pump determines the RO feed flow rate, and

the switching duty of the on/off valve controls the pressure at the WEC-driven pump.

2.3 Design Performance of the Yu and Jenne System as a

Point of Reference

The system from [19] is examined in this section for the purpose of comparing its design
performance with the PTO architectures proposed in Section

Yu and Jenne evaluated the Oyster 1 designed and tested by the former Irish com-
pany Aquamarine Power for powering an RO process [19, 65]. The wave environment
assume for their study is the based on data from a near-shore buoy at Humboldt Bay,
CA [19]; the distribution for the probability of occurrence of sea conditions derived from
this buoy are given in Figure These data are derived using the methods based on
work in [66].

!Because the hydraulic motor driving the generator is used as a motor and a pump in the switch
mode power transformer, it will be referred to as the ”motor/pump” throughout.
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Figure 2.6: Joint probability of occurrence (percent) for sea conditions within bins
centered at given values for significant wave height (0.5-meter bins) and peak period (1.6-
second bins) (data from [19]). The transparency of the fill color follows the magnitude
of values as a visual aid.

The component sizes and specifications for the pumping mechanism are not reported
in the publication but their details have been obtained from the simulation files pro-
vided by the authors of [I9]. The parameters used by that model are used to derive
the WEC-driven pump displacement and installed RO membrane area for comparisons
made in this work. Additionally, the results presented in did not account for the pres-
sure limit of conventional RO systems and therefore they overestimate the potential
annual production of the design. The issue of pressure limits was addressed later in [24]
as part of a design study addressing pressure dynamics more generally but estimates
for the annual freshwater production were not produced for that system. For a more
accurate comparison in this study, the model used in [19] is modified to include a pres-
sure relief valve set to limit the pressure at the RO feed inlet to 8 MPa. The estimated
yearly average permeate production resulting from this modified model will serve as the
reference for comparison rather than the results presented in [19)].

The parameters for the pumping mechanism and RO module for the Yu and Jenne

study were not reported in the publication; instead they have been obtained from the
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simulation files shared by the study authors [19]. The analysis of the pumping mech-

anism used to derive a value for the WEC-driven pump displacement is presented in
Section 2.3] The analysis of the RO module used to determine a value for the installed
RO membrane area is presented in Section [2.3]

The model and simulations presented in [19] do not account for the pressure limits of
conventional RO systems and, therefore, their results overestimate the potential annual
production of the design. The issue of pressure limits was addressed later in [24] as part
of a design study addressing pressure dynamics more generally, but estimates for the
annual freshwater production were not produced for that system. For the comparisons
made in this paper, the model used in [19] is modified to include a pressure relief valve
set to limit the pressure at the RO feed inlet to 8 MPa. The estimated yearly average
permeate production resulting from this modified model will serve as the reference for
comparison, rather than the results presented in [19]. This modification to their model

and the results the modified model produce are presented in Section

Pump Displacement

Yu and Jenne [19] modeled the system as having the slider-crank pumping mechanism

shown in Figure [2.7] with the parameters given in Table

Table 2.1: Slider-crank parameters [19)]

Parameter ‘ Value ‘ Units
Crank length, L. 3| m
Rod length, L, 5| m
Offset length, L, 1.3 | m
Piston area, A, 0.18 | m?

In this design, the displacement of the pump is not constant with respect to position
of the WEC. The displacement at a given position can be determined by multiplying

the piston area by the ratio between the linear piston velocity and angular velocity of
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Figure 2.7: An illustration of the WEC-driven, slider-crank pump mechanism from [19]

the WEC. Equating the power input and power output of the mechanism reveals that
this ratio is equivalent to the ratio between the torque on the crank and force on the
piston. A static force analysis of the mechanisms gives the following expression for the

displacement as a function of the WEC’s positiorﬂ

sin (9 +cos™! (%9—130))
D=AL "

plic
:—1 ( Locosf@—L,
cos (1 (L)

The pump displacement with respect to the WEC motion about the upright position
for this PTO design is 0.54 m3/rad.

(2.1)

2This analysis would be carried out more efficiently using the instant centers method and Kennedy’s
rule but this formulation is adopted because this is how the WEC-Sim model from [I9] has been
formulated.
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Reverse Osmosis Membrane Area

The permeate flow rate in Yu and Jenne’s model was calculated using as the following

relation:

Qperm = SroAperm (pf - posm) (22)

where S, is the surface area of active membrane in the RO module, A, is a permeate
flux coefficient for the RO module configuration, p; is the pressure at the RO feed inlet,
and posm, is the osmotic pressure of the feedwater (i.e., the seawater) [19]. For the model
used by [19], this relationship is parameterized with the product of the membrane area
and permeate coefficient rather than specifying these parameters separately. The value
used for this parameter is 5.56-10 m3s'Pa!.

The value assumed for the permeate flux coefficient is based on the work in [24] and
is representative of an RO module configuration with parallel sets of three 40-inch RO
membrane elements in series. This work analyze this configuration of RO membrane
elements using the design tool WAVE offered by FilmTec, which incorporates the con-
centration polarization effect and the effect of progressive concentration of the saltwater
[67]. It found that a constant permeate flux coefficient is a reasonable assumption for
the range of pressures considered [24]. The value found is 2.57-10"'2 m3N-!s"t. Using
this permeate flux coefficient and the osmotic pressure assumed in both [19] and [24]
(2.275 MPa), the equivalent value for the total membrane area of the RO module is
2162 m?.

Modified Model with Pressure Relief Valve

A pressure relief valve was added to the Yu and Jenne model to account for a realistic
pressure limit at the RO module and the model was exercised to give an updated
estimate of the systems permeate production.

The pressure relief valve model added to the Yu and Jenne model considers a force

balance in a poppet valve between a linear spring acting on the poppet and the static
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pressure force on the valve face. Flow forces and inertia of the poppet are ignored. The
flow is assumed to be turbulent and is modeled by the orifice equation. The orifice
area is assumed to be proportional to the distance of the poppet from the valve seat.
This model is parameterized by a valve coefficient, C' and a cracking pressure, p.-. The

equation relating flow, ¢ to the source pressure, p is

N

) (2.3)

1 /3
q:5< 2 — Perp

The valve coefficient is determined by specifying a flow rate for a given cracking
pressure and source pressure. For example, from a known limit pressure and peak flow
rate, the valve can be designed to never allow the pressure to exceed that limit. This
requires the cracking pressure to be set below that limit pressure.

The modified model was simulated using the same settings used by Yu and Jenne
[19]. The simulation parameters for the pressure relief valve are a cracking pressure of
7.95 MPa and a valve coefficient of 1.41-10° m3s'Pa3/2. Figure compares the results
of the unmodified Yu and Jenne model and the model modified to include a pressure
relief valve.

To recalculate the yearly average permeate production rate, the modified model
was simulated using the same settings as in [19] and five different wave elevation signal
realizations for each sea condition given in Figure[2.6] The average permeate production
from each of the five simulations were averaged to give a single estimate. These are
presented in Figure [2.9, The weighted-average production from these results is 1476
m?/day. This is 17 percent less than the estimate of 1786 m?3/day presented by Yu and

Jenne for the system without the pressure relief valve [19].

2.4 Methods

The remainder of this paper presents a design study that compares the optimal design

performance of the PTO architectures proposed in Section This section presents
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Figure 2.8: Simulation results for permeate flow rate (top) and RO feed pressure (bot-
tom) with and without a pressure relief valve (PRV) for the sea condition having a
2.25-meter significant wave height and 8.7-second peak period.

the methods used for this design study.

The system is modeled by two-way coupled, static models of the PTO and WEC.
Instead of using a dynamic model of the system and solving this numerically in the
time domain, the flow rates and pressures in the system are assumed constant and a
function of the average power input to the system. Hydrodynamic simulations of the
WEC in the time domain are used to generate data sets, a priori, for each sea condition
that relate the average power absorbed by the WEC to the constant magnitude reaction
torque from the PTO. A continuous function is interpolated in situ from the a priori

data sets and is coupled to the static model of the PTO. The power input to the PTO
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Figure 2.9: Average permeate production (cubic meters per day) by sea condition: Yu
and Jenne design [19] with pressure relief valve. Fill color follows the magnitude of
values.

results in a load on the WEC and vice versa. Given the models for the PTO presented
in the following subsection, this two-way coupling of the static model is solved directly
with no need for iterative solution methods.

The same WEC and wave environment assumed in [19] are assumed for this work.
This WEC was chosen because it has been considered in other literature on ocean wave-
powered RO desalination [11},[19] 24] and in modeling studies that included experimental
validation [68]. Combined, these choices allow the results of this study to be compared
to the design presented by Yu and Jenne [19]. The model used for the PTO is presented
in Section The model used for the WEC is presented in Section along with
validation of the model.

The design problem addressed by this study is treated as having multiple objectives.
The data for the design performance of the PTO architectures consist of an estimated
annual average rate of permeate production as a function of the maximum displacement
of the WEC-driven pump and the installed membrane surface area in the RO module.
These two component specifications, pump displacement and membrane area, serve the
dual purposes of being objectives to be minimized and of being independent variables

determining the permeate production. The optimal annual permeate production rate
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for each combination of pump displacement and membrane area is determined by a
single objective optimization of the system operation in each of the sea conditions given
in Figure [2.6

Because the overall design performance of each PTO architecture includes three
objectives, there are no single optimal designs for each PTO architecture that can be
used for rank ordering the architectures. Therefore, this design study uses a method of
comparing the design performance to reference designs. A detailed formulation of the
design problem, the method of obtaining the optimal permeate production as a function
of component sizing, and the method of using reference designs as points of reference

are presented in Section [2.4.3]

2.4.1 Power Take-Off Models

This section presents the models used to estimate the performance of the PTO. These
models assume a static state of the system with constant flow rates and pressures and
represent its average performance. This section begins with common aspects of the
models for each PTO architecture, which include the behavior of the charge pump and
the WEC-driven pump. The flow and pressure drop across the hydraulic motor/pump
and the generation of electric power differ between the PTO architectures and are
presented next. This section concludes with a specification of the parameters assumed
for these models.

In all cases, the flow through the charge pump, q., is equal to the RO feed flow
rate. The feed flow rate is the sum of the permeate and concentrate flow rates and is
determined from the permeate flow rate, as in Equation and a recovery ratio, Y,
such that

q. = (2.4)
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The power consumed by the charge pump is given by

qcPc
Nclm

P, =

(2.5)

where p. is the charge pressure, 7. is the efficiency of the charge pump, 7,, is the
efficiency of the electric motor driving it.
The pressure differential across the WEC-driven pump, Ap,,, is the difference be-

tween the high-pressure side of the pump, py, and the charge pressure:

Apy = pp — Ppe (2.6)

The power absorbed by the WEC, P,, is a function of the PTO torque and is de-
termined by interpolating the data characterizing its time-averaged performance. The

PTO torque is given by
Dy, (ph - pc) (2 7)
T

1. =

where D,, is the displacement of the WEC-driven pump per radian, py, is the pressure at
the outlet of the pump, and 7, is the combined efficiency of the WEC and WEC-driven
pump.

The flow rate through the WEC-driven pump is a function of the power absorbed

by the WEC and is given by
_ Pynw
Apuw

Gw (2.8)

The rest of the relations between pressure and flow rates are specific to each PTO
architecture. For the parallel-type architectures, the high pressure at the WEC-driven

pump is assumed to be equal to the RO feed pressure,

Ph =Dy (2.9)

the pressure differential across the motor/pump is equal to the difference between the
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RO feed pressure and the charge pressure,

Apmp =Pf — Pc (2.10)

and the flow rate through the motor/pump is equal to the difference between the flow

rates of the WEC-driven pump and the RO permeate,

dmp = Guw — Qperm (2.11)

For the series-type architecture without the switch-mode power transformer, the flow
rates for the WEC-driven pump, the motor/pump, and permeate produced by the RO

module are equal:

Gw = 9mp = Qperm (2-12)

With the switch-mode power transformer, the switching duty, D determines the ratio
between the flow rate coming from the WEC-driven pump and the flow rate through

the hydraulic motor/pump such that

quw = Damyp (2.13)

Without the switch-mode power transformer, the pressure differential across the mo-
tor/pump is equal to the difference between the pressure at the WEC-driven pump and
the RO feed:

Apmp = Ph — Pf (2.14)

For the parallel-type architecture and series-type architecture without the switch-mode
power transformer, the motor/pump only functions as a motor. In this case, the power

generated by the hydraulic motor/pump and generator is

Pgen = ngennmempApmp (215)
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where 74, is the efficiency of the electric generator, 7, is the efficiency of the hydraulic
motor/pump, ¢,y is the flow rate through the hydraulic motor/pump, and Ap,y,,, is the
difference in pressure between the inlet and outlet of the hydraulic motor/pump.
With the switch-mode power transformer, motor/pump alternated between motoring
and pumping modes within a switching cycle. However, it is assumed that the power
to drive the machine in the pumping mode comes from the stored kinetic energy of the
rotor and that the electric generator is always in a mode of power generation. It is
further assumed that throttling losses across the valve and switching losses arising from
the compressible fluid volume switching between pressures are negligible. Under these

assumptions, the electrical power generated is given by

(1 - D) (pf — p0)> (2.16)

Pgen = Ngen9mp <Dnmp (ph - pf) -
Nmp

With 100 percent duty (i.e., D = 1), this becomes identical to Equation applied
for the series-type architecture without the switch-mode power transformer.

The parameters used in this study are given in Table The permeate flux co-
efficient and osmotic pressure was selected to match the value used in Section to
analyze the system from [19]. The recovery ratio assumed matches the assumption from
[24] on which the permeate flux coefficient is based. A charge pressure of 0.3 MPa was

selected. The efficiency values assumed are typical for conventional components.

2.4.2 Wave Energy Converter Model

This section presents the dynamic WEC model that is used to inform the static, time-
averaged characterization of the WEC performance that is coupled to the PTO models.
This begins with a description of the equation of motion and the models for each force
involved. The description of the model is followed by a specification of the parameters
assumed for the model, how it was solved, and how it was used to inform the time-

averaged characterization of the WEC. The section concludes with the validation of
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Table 2.2: Power Take-Off parameters

Parameter Value | Units
Permeate flux coefficient, Aperm, 2.57-10712 | m3N-1gt
Osmotic pressure, Posm 2.275 | MPa
Recovery ratio, Y 0.25 | -
Charge pressure, p, 0.3 | MPa
WEC and WEC-driven pump efficiency, combined, 7, 0.9 |-
Hydraulic motor/pump efficiency, 1, 0.9 |-
Electric generator efficiency, ngen 0.9 | -
Charge pump efficiency, 7. 0.7 | -
Electric motor efficiency, 1, 0.9 ] -

this model.

The equation of motion used to model the WEC is the Cummins equation, which uses
an impulse response function to represent the time-history effects of the motion of ships
and marine structures on the forcing by radiating waves [69]. Applied to an oscillating

surge wave converter rigidly attached to the ocean floor, the Cummins equation is
(I+1)0+Ty+Th+ Traqa = To + Trro (2.17)

where 6 is the angular position of the WEC’s flap (the position is taken to be zero
when the flap is vertical and is positive when the flap leans toward shore), I is the
inertia, of the WEC about its axis of rotation, I, is the hydrodynamic added inertia,
Ty is the torque from viscous damping (which is not considered in this study), T}, is the
hydrostatic restoring force, T4 is the torque due to waves radiating from the WEC,
which are the result of the time history of the motion of the WEC, T¢ is the torque
resulting from the excitation by the wave elevation, and Tppo is the reaction torque
from the PTO’s WEC-driven pump and the mechanical losses attributable to the WEC.

The radiation damping torque, as suggested by Cummins, is represented by convolution
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of an impulse response function such that

de:/_t K(t—1)0(7)dr (2.18)

where K (t) is the torque response on the WEC given a unit impulse in the angular
velocity of WEC. Note that this assumes the amplitudes of the waves are small and
therefore behave linearly. Since convolution integrals are computationally expensive,
the radiation damping is instead modeled by a linear system which has the impulse
response function approximating K (t). The identification of this approximated model
uses the algorithm presented in [70].

The wave excitation to the WEC is modeled as a linear frequency response that
scales proportional with the wave amplitude. That is, given a sinusoidal wave profile
passing the WEC, the excitation force is sinusoidal with the same frequency, an ampli-
tude proportional to the wave amplitude dependent on frequency, and a shift in phase
dependent on frequency. Realistic waves are not sinusoidal but can be represented by a

trigonometric series. A finite series with frequency components is used such that
n
T.(t) =Y E (w;) a(w;)sin (wit + e (wi) + ) (2.19)
i=1

where w is the i-th frequency in the series, E (w) is the frequency dependent coefficient
of the excitation torque, a (w) is the frequency dependent wave elevation amplitude,
¢e (w) is the frequency dependent phase shift between the wave elevation and the ex-
citation force, and ¢; is the phase of the i-th frequency component in the constructed
wave elevation signal, which is a randomly generated number between zero and 2.
Different wave elevation signals are generated by changing either the seed used for the
random number generator or changing the discretization of the frequency domain. The
discretization affects the quality of the signal, so random number generator seeds are

used to construct unique wave elevation signals.
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The wave elevation amplitude for each frequency component is calculated from an
assumed power spectral density function, S, (w), describing realistic wave elevations,

such that the amplitude of a frequency component is

a(wi) = /28y (w;) Aw; (2.20)

where Aw; is the bin width use for discretizing the frequency spectrum about the i-th
frequency component. The Pierson-Moskowitz spectrum, which describes fully devel-

oped waves is used [33]. This is

H? 207
Sy (W) = 57T4T4cfj5 exp <_T4w4) (2.21)
P P

An equal-energy method is used to discretize the frequency spectrum, where the
width of the bins is determined by the range of frequencies to be discretized and the
number of frequencies making up the discretization such that the integral of the power
spectral density function within each bin is equal. This method is preferred over a
constant bin width because it generates a signal that does not repeat within any practical
length of time. Details about implementation of this method are given in Appendix [A]
Section [A_2.11

The frequency response of the excitation torque and radiation damping impulse re-
sponse function are determined by boundary-element-method-based frequency-domain
potential flow solvers. For this study, the open-source solver NEMOH was used [71].
This program provides frequency dependent coefficients for the excitation force, added
inertia, and a radiation damping impulse response function. The added mass and ra-
diation damping impulse response function are inputs to the frequency-domain identi-
fication algorithm used to generate the linear system model of the radiation damping
torque. The added mass, I,, is equal to the high frequency asymptote for the frequency
dependent added mass coefficients, when these are made is available [70].

The hydrostatic restoring torque is the torque due to the buoyancy less the torque
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due to the weight of the flap such that

Th = mgTem — Vsubpxcb (222)

where, for the torque due to weight, m is the mass of the flap, g is the acceleration due
to gravity, and z.,, is the distance of the center of mass from the axis of rotation and
orthogonal to the direction of gravity; and for the torque due to buoyancy, Vi, is the
submerged volume of the flap, p is the density of the seawater, and x is the distance
of the centroid of the submerged volume from the axis of rotation and orthogonal to
the direction of gravity. A simple model for the submerged volume, V,;, assumes that

the flap of the WEC is a thin, flat plate such that the submerged volume is

Vsub - LthLsub (223)

where L; is the thickness of the flap, L., is the width, and Lsub is the length of the
submerged portion of the flap. A model for the submerged length of the flap, which
assumes a high curvature of radius in the wave elevation compared to the motion of the

flap, is given by

hthu(® it cosf >+ he (t)

cos 6

Luy = (2.24)

Ly, otherwise
where Ly is the total length of the flap, h is the depth of the axis of rotation from the
mean surface level, and h,, (t) is the wave elevation as it deviates from the mean surface
height. Like the excitation torque, the wave elevation is constructed from a discrete and

finite trigonometric series such that,
n
hy (t) = Z a (w;) sin (wit + ;) (2.25)

=1

The distances of the center of mass and centroid of the buoyancy from the axis of
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rotation are given by
Lsub

Tep = sin 6 (2.26)

and

L
Tem = ?f sin 6 (2.27)

With Coulomb damping, the torque from the PTO, Tpro, is constant in magnitude,
T., and opposes the motion of the WEC.

Simulations of the WEC with this Coulomb damping PTO were solved numerically
using the forward Euler method. Convergence of the mean power absorption by the
WEC was found with respect to the numerical solver time step, the length to the
simulation, and the number of frequency components used to generate the wave elevation
and excitation force. The simulations informing the characterization of the WEC were
solved using a 0.01 s time step, a length of 2000 s, and with 1000 frequency componentsﬁ
Initial conditions to the simulation were obtained using a 250 s simulation where the
excitation force on the WEC was ramped from zero to its full value by multiplying the

excitation torque by the following expression

% + %cos <7r + T’r(jmp 7r> (2.28)
where ¢, is the duration of the ramp period and the time ¢ is zero at the beginning of
the ramp period. This method was reported in [72] and is useful for avoiding excessive
transient responses at the beginning of the simulations.

The parameters used in simulating the WEC are summarized in Table Param-
eters of the WEC are summarized in Table 2.4l The results from ten simulations with

different sets of random phases where averaged to produce the characterization of the

average power absorption for the WEC in each sea state.

3These values were determined by convergence studies presented in Appendix Section
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Table 2.3: Simulation parameters

Parameter ‘ Value | Units
Start-up duration 250 | s
Simulation duration (after start-up) 2000 | s
Solver fixed-step Euler method | -
Time step 0.01 | s
Number of wave frequency components 1000 | -
Random number generator seed 3
(MATLAB function rng())
Table 2.4: Wave energy converter (WEC) parameters

Parameter ‘ Value ‘ Units

WEC design Oyster 1 | -

WEC type oscillating wave )

surge converter

Mass 127,000 | kg

Moment of inertia 1,850,000 | kg m?

Length of flap from hinge 11 | m

Center of mass from hinge 5| m

Width 18 | m

Thickness 2| m

Hinge location above sea bed 2 | m

Mean water depth 10.9 | m

Model Validation

To validate the performance of this WEC model, its results were compared to results
for the same geometry reported in [24] and experimental results reported in [68]. The
results for each source used the same conditions in terms of sea conditions and PTO
behavior and parameters. Both cases used a power take-off with linear damping, where
the reaction force is proportional to velocity; this was replicated for the purpose of

model validation.
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The WEC with a linear damping PTO was tested with a damping coefficient of 50

MNm-s-rad! and a sea condition having a significant wave height of 1.75 m and an
energy period of 7 s (about 0.86 times the peak period). The experimental results in
van’t Hoff produced mean power absorption of 129 kW [68]. Yu and Jenne report that
from ten simulations, each having unique wave elevation signal realizations, WEC-sim
produced an average, mean power absorption of 147 kW with the 95 percent confidence
interval between 137 kW and 159 kW [24]. The model developed in this paper was run
for fifty different realizations and produced an average, mean power absorption of 147
kW with the 95 percent confidence interval between 128 kW and 166 kW. Although
the confidence interval is wider for this model, the mean result matches the numerical
simulation results from [24] and is within 12 percent of the experimental result obtained

by van’t Hoff.

2.4.3 Design Study Methods

A design problem is proposed, which includes the design objectives, a set of primary
design variables, a set of operational parameters ﬁthat can be varied as a function of the
sea condition, and constraints on the operation of the system. The design objectives
include (1) maximizing the annual average permeate production, (2) minimizing the
WEC-driven pump displacement, and (3) minimizing the total installed RO membrane
area. The primary design variables are (1) the maximum WEC-driven pump displace-
ment and (2) the total installed RO membrane area. The operational parameters are
optimized for each sea condition and include (where applicable) (1) the nominal oper-
ating pressure at the control pressure node, (2) switching duty of the on/off switching
valve, (3) adjusted pump displacement, and 4) active RO membrane area. The con-
straints placed on the operation of the system include (1) upper and lower limits to the

pressure at the RO feed inlet (8 MPa and 4 MPa, respectively), (2) upper limit to the

47 Operational parameter” refers to a variable that is not fixed but can be adjusted as the plant
operates, such as a control setpoint. This contrasts with ”design variable” which refers to a variable that
is fixed before the plant is installed and cannot be changed without changing or modifying components.
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pressure at the WEC-driven pump outlet (30 MPa), and (3) a requirement that the

system balances the electrical power consumption of the charge pump with electrical
production by the generator in each sea condition. If these constraints are not met for
a given sea condition, the system does not achieve operation for that sea condition.
The PTO architectures will be compared based on their performance in the three-
design objective. These data are produced using the algorithm illustrated in Figure[2.10
The first stage of the design algorithm consists of optimizing the operational parameters
for every combination of pump displacement and active RO membrane area in each sea
condition. The second stage then accounts for cases where the PTO architecture allows
for a variable pump displacement and/or variable RO membrane area. Every combina-
tion of pump displacement and active RO membrane area have already been evaluated
in the first stage; therefore, the second stage searches those results for combinations
having higher performance and a pump displacement and/or an active RO membrane

area less than or equal to the combination being evaluated.

SO -

all

displacements increment displacement

evaluated? +
| increment displacement i X all
increment RO module size displacements
* all RO module + evaluated?
| increment RO module size sizes i
evaluated? increment Sea State
+ * all RO module
| increment sea state find the set of designs sizes
) N evaluated?
+ meeting the constaints on
each design variable
optimize operating (i.e. fixed = equal to current;
parameters variable = less than or equal sum contributions to permeate
i to current) production from each sea state
‘ yes
Can the design meet constraints? weight production by the find the design with

If not, set permeate production to
zero

probability of occurrence

maximum permeate
production within the set

all sea states
evaluated?

Y

calculate performance for grid of design parameters
with embedded optimization of operation parameters

Y

combine designs from each sea state that maximize performance under the
constraints of the architecture (i.e. fixed versus variable parameter)

Figure 2.10: A design algorithm for optimizing PTO designs across a distribution of sea

state
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The results of the design studies are presented in Section [2.5]in the following ways.
First, examples will be given for the operational parameters optimized for a selection of
sea conditions. These are the operating parameters found for several selected combina-
tions of PTO architecture, pump displacement, and installed membrane area. Second,
results for the three design objectives are plotted for each PTO architecture in the
form of contour plots with the annual average production as a function of the pump
displacement and installed membrane area. Finally, comparisons between architectures
are made using reference designs as points of reference. These reference designs are each
specified by a single combination of pump displacement, membrane area, and perme-
ate production. The comparison is made by evaluating the performance of each PTO

architecture for the following three design cases:

e Case 1 — Find the lowest pump displacement that achieves the same permeate pro-
duction as the reference design, while having an installed membrane area matching

the reference design.

e Case 2 — Find lowest installed membrane area that achieves the same permeate
production as the reference design, while having a pump displacement matching

the reference design.

e Case 3 — Find the permeate production with a pump displacement and installed

membrane area matching the reference design.

The reference designs used in the comparisons are based A) on the design from

[19] as evaluated in Section [2.3| and B) on the baseline PTO architecture illustrated in
Figure
2.5 Results and Discussion

The following subsections present two comparisons of the design performance of the PTO

architectures and a broad discussion about these results. Intermediary results, which
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give a more detailed view of the data underlying these comparisons, are presented in
Appendix Bl and include (1) results for the optimization of the operating parameters
specific single PTO designs; this includes several select examples from the larger data
set, and (2) the entire collection of results for the optimal annual permeate production
rate as a function of pump displacement and installed RO membrane area; together
these represent the objective space for this design problem.

For brevity, the PTO architectures are distinguished throughout this section using
three-letter abbreviations that specify the type of architecture ("P” for the parallel-type
architecture, ”S” for series-type architecture, and ”M” for the series-type architecture
with the switch-mode power transformer), whether the WEC-driven pump has a fixed
or variable displacement, and whether the active membrane area is fixed or variable
("F” for fixed and ”V” for variable). For example, "P-FV” specifies the parallel-type
architecture with a fixed-displacement pump and variable active membrane area.

The comparisons made of the performance for each PTO architecture use two refer-
ence designs, the specifications of which are given in Table The first uses the design
from [19] as a point of reference, based on the analysis presented in Section this
is referred to as reference design A. The second comparison assumes the parallel-type
PTO with a fixed pump displacement (P-FF) with the performance obtained using the
design algorithm and models presented in Section this is referred to as reference

design B.

2.5.1 Comparison to Reference Designs

The following results are two sets of comparisons made between the proposed PTO
architectures. These use two reference designs as points of reference in the three design
cases specified in Section [2.4.3]

Figure[2.11] presents the comparison of the proposed architectures using the reference
design A as the point of reference. The most significant results from the three design

cases are with improvement in the pump displacement for Case 1. With respect to this
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Table 2.5: Reference design specifications

Pump Membrane Annual average
Design | displacement area permeate production | Source
(m?®/rad) (m?) (m?®)

Design from [19]
A 0.54 2162 1476 reevaluated in
Section
Selected design
B 0.23 3700 1518 with P-FF

architecture

reference, the results for pump displacement show that (1) the parallel-type architectures
offer 47-61 percent reduction in pump size, (2) the series-type architectures offer 60—
74 percent reduction in pump size, and (3) the architectures with the switch-mode
power transformer offer 87-92 percent reduction in pump size. Reduction in the total
installed membrane area for design Case 2 is less significant but the results do show
potential with the parallel-type architectures offering a 14-21 percent reduction. Of
the series-type architectures, an advantage in installed membrane area is only achieved
by the series-type architectures with a variable pump displacement (about 21 percent
reduction). The trend in the results for permeate production in Case 3 are similar to
the trend for the membrane area; the parallel-type architectures offer a 5-16 percent
improvement in permeate production while only the series-type architectures with a
variable pump displacement achieve an improvement in production (8 percent and 16
percent).

A strong Pareto improvement over reference design A is not demonstrated for the
series-type architectures with a fixed pump displacement. However, this only highlights
a drawback of this approach to comparing the architectures; inspection of Figures
and show it is possible to simultaneously reduce the pump displacement and in-
stalled membrane area, while increasing the permeate production rate over reference

design A. The pump displacement of reference design A is just not a favorable point of
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Normalized Design Performance
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Figure 2.11: A comparison of PTO architecture performance normalized to the Yu and
Jenne design [19] with a pressure relief valve (PRV) by design case. The references design
has 0.54 cubic meter per radian pump displacement, 2162 square meter total installed
membrane area, and 1476 cubic meter per day yearly average permeate production.

reference for demonstrating a strong Pareto improvement using this method of project-
ing the point of reference in the directions of the three axes.

While a strong Pareto improvement was not found relative to reference design A,
reference design B offers a favorable point of reference for demonstrating strong Pareto
improvement of the series-type architectures over the baseline parallel-type architecture.
The results of this comparison are present in Figure This comparison shows im-
provements in design performance in all cases except for the P-VF architecture which
has nearly identical performance to the P-FF architecture. For Case 1, parallel-type
architectures with a variable displacement pump offer a 25 percent reduction in pump
size while the series-type architectures offer 29-49 percent and the switch-mode architec-
tures offer 79-86 percent. For Case 2, parallel-type architectures with a variable active
membrane area offer a 41 percent reduction in total installed membrane area while the

series-type architectures offer 40-49 percent and the switch-mode architectures offer
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44-48 percent. For Case 3, Parallel-type architectures with a variable active mem-
brane area offer a 21 percent improvement in permeate production while the series-type

architectures offer 16-38 percent and the switch-mode architectures offer 26-44 percent.
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Figure 2.12: A comparison of PTO architecture performance normalized to a reference,
a selected parallel-type PTO design with fixed displacement and fixed active membrane
area (P-FF), by design case. The selected design has 0.23 cubic meter per radian pump
displacement, 3700 square meter total installed membrane area, and 1518 cubic meter
per day yearly average permeate production.

For assessing the significance of a variable displacement pump or variable active
membrane area, it is more appropriate to compare the results within architecture types,
between the fixed and variable counterparts. This analysis will focus on the comparisons
made to reference design B. On the choice to include a variable pump displacement, the
results show no significant effect to the design performance for any of the parallel-type
architectures and only a minor effect on installed membrane area for the series-type
architectures (about 5 percent reduction in Case 2). On the choice to vary the active
membrane area between sea conditions, there are significant improvements regardless

of the architecture. For Case 1, the pump displacement is reduced by 25-32 percent.
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For Case 2, the parallel architecture achieve a reduction in installed membrane area of
41 percent while the series-type and switch-mode architectures achieve less significant
reductions of 11 percent and 7 percent, respectively. Finally, for Case 3 improvements
to the permeate production about 21 percent for the parallel-type architectures and
14-18 percent for the series-type and switch-mode architectures.

The results above assumed an upper bound for the pressure at the WEC-driven
pump of 30 MPa. However, the effect of this upper bound is relevant to the detailed
specification of components. While 30 MPa is widely achieved by state-of-the-art hy-
draulic systems, a limit of 20 MPa may be a more economical choice. Repeating the
study presented above for an upper bound of 20 MPa at the WEC-driven pump outlet
showed no significant effect to the design performance of the series-type architecture
compared to reference design B, other than a 14 percent and 20 percent increase in the
installed membrane area for the S-FF and S-FV architectures for design Case 2. How-
ever, the switch-mode architecture required significant increases in the WEC-driven
pump size of 45 percent and 47 percent for the M-FF and M-FV architecture, respec-
tively. The increase in installed membrane area is similar to the series-type architectures

with increases of 19 percent and 18 percent, respectively.

2.5.2 Further Discussion

There are several significant findings from this design study. First, the results suggest
that the benefits of a variable displacement pump are not significant despite providing
a degree of freedom to the plant operation. A caveat is that this design study assumed
constant displacement, pressure, and flow throughout the plant’s operation in a given
sea state. The constant reaction force on the WEC that results from that assumption is
a Coulomb damping load strategy. Other strategies for loading the WEC, such as linear
damping, could be enabled by a variable displacement pump despite pressures in the
system being regulated to a constant nominal value. Those other load strategies may

over perform the Coulomb damping strategy and prove some advantage for including
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variable displacement as a feature of the WEC-driven pump.

Second, despite variable displacement not offering a significant improvement in sys-
tem performance, the ability to vary the active membrane area did offer significant
improvements. An important caveat is that this study assumed a continuously variable
membrane area. Varying the active membrane area requires shutting down entire pres-
sure vessels that each house a series of membrane elements and it is therefore a discrete
process. Pressure vessels hold three to six membrane elements that each provide 30 to
40 m? of active membrane area. Varying the active membrane area in increments of
90 to 240 m? results in a change of 3-9 percent of the total installed area (assuming a
total of 2750 m?) and may limit performance gains. There are strategies for improving
resolution of these kinds of digital system, as has been discussed for fluid power systems
[73], such as including a variety in size or greater number of discrete elements. There
are also drawbacks to increasing the number of times parts of the RO system are started
up and shut down. This would add to the number of large magnitude stress cycles and
would contribute to fatigue damage and wear. There is also an energy cost associated
with startup and shutdown due to, for example, permeate needing to be rejected dur-
ing this transition and membranes needing to be flushed out to equalize the osmotic
potential across the membrane.

Third, there is a significant advantage in power density offered by the series-type
architecture and the switch-mode power transformer. These architectures achieve higher
pressures and lower flow rates at the WEC-driven pump by decoupling the pressures
at the WEC-driven pump and the RO module and do this without adding significant
components to the system. However, conventional hydraulic systems that achieve these
higher pressures use oil as the working fluid. Using seawater with its lower viscosity may
offer a challenge to lubricating the WEC-driven pump and the valves that are added
for the switch-mode power transformer.

Finally, the static, time-averaged model used in this study, with its assumptions

of constant pressure and flow rates throughout the system, is a relatively low fidelity
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approach to modeling the system. This is especially notable considering that the per-
formance of the reference design from [19] is estimated using dynamic simulations. The
time-averaged models may have over-predicted the system’s performance and inaccu-
rately assessed constraints on its operation. Validation of these time-averaged models

will be necessary for improving confidence in the conclusions from this work.

2.6 Conclusions

Several PTO architectures for wave-powered reverse osmosis were proposed. Variations
in the architecture include the configuration of the system in a parallel-type or series-
type arrangement, the addition of a switch-mode power transformer, and the ability
to vary the WEC-driven pump displacement and active membrane area. These archi-
tectures were modeled under an assumption of constant pressure and flow in the sys-
tem to provide a time-averaged estimate of their performance in a given sea condition.
The time-averaged model of the PTO was coupled to a time-averaged characteriza-
tion of the power absorbed by the WEC in a given sea condition as a function of the
magnitude of a constant PTO load. A design study using this model considered the
optimal performance of each architecture across a grid of values for the WEC-driven
pump displacement and total installed RO membrane area. The operation of the plant
was optimized in each sea condition within a large set describing the environment of
Humboldt Bay, CA, giving an optimal, annual average rate of permeate production.
The series-type architectures and the architectures with a switch-mode power trans-
former offered significant improvements to the power density of the WEC-driven pump
with the switch-mode power transformer offering an order-of-magnitude improvement
in power density; the series-type architecture without the switch-mode power trans-
former achieved improvements of 30-74 percent while the series-type PTO with the

switch-mode power transformer achieved improvements of 70-92 percent. Under the
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assumptions of the time-averaged model, variable displacement did not offer signifi-
cant performance advantages for any of the architecture types. However, the ability
to vary the active membrane area in different sea conditions from the total installed
membrane area provided significant advantages in the design performance of the PTO

with improvements in the range of 7—41 percent.

2.7 Data Availability

Data is available from the authors upon request. Custom software used is available at:
https://github.com/novaTehnika/2021-TimeAvePTOarchetectureStudy (accessed 21
August 2023).
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Chapter 3

Limits on the Range and

Rate-of-Change in Power

Take-Off Load: A Study Using
Model Predictive Control

The content of this chapter was first presented in [74].

3.1 Introduction

In Chapter [2| several architectures for the PTO that follow a freshwater/electric-power
co-production scheme were compared through the lens of a multi-objective design prob-
lem that considered production rates and component sizes as the performance metrics.
This study included PTO architectures with either fixed or variable displacement WEC-
driven pumps. A significant finding from this study is that variable displacement, as a
feature of the WEC-driven pump, does not offer a significant improvement in the sys-

tem’s design performance over a fixed displacement. However, the scope of this finding
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is recognized as being limited.

The limitation of the study is that it used time-averaged performance models of the
system that assumed a constant load from the PTO on the WEC within a given sea state.
This approach to load control is referred to as ” Coulomb damping” due to the similarity
to Coulomb’s constant friction force model as opposed to the linear resistive damping
often considered for WECs where the load is proportional to velocity. The average
power absorbed by the WEC was characterized as a function of the Coulomb damping
magnitude using a high-fidelity, hydrodynamic model of the WEC simulated in the time
domain. The static, time-averaged power curve generated by this characterization of the
WEC was then coupled to a static model of the PTO that assumed constant flow rates
and pressures in the system. Under that modeling framework, the role of a variable
displacement pump can only be to provide an additional degree of freedom toward
achieving an optimal combination of the Coulomb damping magnitude and freshwater
production rate. This modeling framework omits the potential for a controlled, moment-
to-moment variation of the PTO load that enhances wave energy capture by adapting
to the variations in the incoming waves.

A more robust comparison of PTO architectures should include their capacity for
load control; it would be ideal to include an estimate for the upper bound in the per-
formance that this capacity affords. Yet, this relies on the implementation of the load
control scheme to direct changes in the PTO load. There are a variety of PTO load con-
trol schemes that have been proposed and a few studies comparing their performances
[75, [76]. However, there is general dependence between the design of the PTO (with its
non-ideal behavior and physical limitations) and the success of the load control scheme.
Consequently, O’Sullivan and Lightbody [77] proposed that the model predictive control
(MPC) framework be used to approximate an optimal PTO load control for the purpose
of design studies that evaluate the design of a PTO.

Model predictive control is a popular optimal control method having origins in the
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1970’s [78]. The fundamental principles of MPC are the (1) use of a model to pre-

dict future behavior, (2) optimization of future control signals based on the model’s
performance predictions, and (3) the use of a receding time horizon for performing
the optimization and implementing control signals. A significant advantage of model
predictive control is that the optimization problem posed by the designer can include
constraints on the system’s behavior. One notable adaptation of MPC for wave en-
ergy conversion is that the typical control objective is to maximize either the energy
absorbed by the WEC or the output of the PTO, while more traditional control system
applications would aim to minimize tracking errors.

Model predictive control has been considered for the load control of WECs (see [79]
for a recent, comprehensive review) and progress continues toward improving its im-
plementations in terms of computational speed for real-time applications, prediction of
future wave elevation, and the inclusion of system constraints [80]. Considering MPC as
a means of providing optimal performance estimates in PTO design studies is supported
by results in the literature, as suggested by O’Sullivan and Lightbody [77]. Coe et al.
compared MPC to other load control methods and found it was the highest performing
control method subject to a passivity constraint [76] (a PTO is passive when it only
absorbs power rather than also feeding power back to the WEC). A complex conjugate
control, which requires a reactive PTO load, was the only higher-performing method in
their study; MPC was not tested in conditions where reactive PTO loads were allowed.
When model predictive control was not subject to a passivity constraint, Hals et al.
found that this control method was the highest performer [75].

The work presented here expands on the findings presented in Chapter [2] by ex-
amining the potential improvements to the average power absorption achieved with
controlled, moment-to-moment variations of the PTO load. In addition, this work con-
siders how practical limits on the PTO load variability affect power absorption. These
constraints include (1) a maximum load, (2) a minimum load, and (3) a limit on the

rate of load adjustment. For example, in the context of a constant-pressure-type PTO
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with a WEC-driven pump having a variable displacement, these constraints translate
to (1) the maximum displacement, (2) the minimum displacement, and (3) the speed
that the pump can adjust the displacement. While constraints on the PTO load are
not new (e.g., limits on the magnitude and the rate-of-change in the load are considered
in [81], 82]), the constraints are assumed to be predetermined and are not studied for
the effect of their inclusion. Instead, this work seeks to characterize how varying these
constraints (i.e., their values) affects WEC performance. This makes the effect of their
inclusion more transparent and can inform objectives in the design of PTOs (e.g., how
responsive they are and what range of loads can be achieved).

As limits to the scope of this work, the study enforces the passivity of the PTO
(i.e., power only flows in the direction, from the WEC to the PTO) and the continuity
of the PTO load. The types of PTO load behavior being excluded from this study
are (1) discrete PTO load changes, as in latching and declutching [83, [84] [85], [42], and
digital, multi-chamber pumps [50, [86] and (2) reverse power flow, as seen with complex
conjugate control. The types of hydraulic PTO architectures that are captured by this
study are (1) constant-pressure-type PTOs with variable displacement WEC-driven
pumps, (2) variable-pressure-type PTOs with fixed displacement WEC-driven pumps,
and (3) variable-pressure-type PTOs with variable displacement WEC-driven pumps.

The implementation of MPC in wave energy conversion studies has typically framed
the optimization as a quadratic programming problem, which requires discretized, linear
system models [76], 87, 88, 81l [82]. In these cases, computational efficiency becomes
a major concern for real-time control and is often traded off with performance. In
contrast, this present study has no need for real-time implementation and, therefore,
uses the same high-fidelity, nonlinear time domain model in the model predictive control
as is used for simulating the true’ system. The aim here is to estimate the upper bound
in performance, not to achieve a practical, real-time control scheme.

In keeping with the study presented in Chapter |2 this work considers the Oyster

1 WEC and uses the historical data for the occurrence rate of sea conditions near
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Humboldt Bay, CA, given in Figure [2.6] to weight average power capture performance

across sea condition and provide estimates for annual average performance.

The remainder of this report is structured as follows. The following section, Sec-
tion [3.2] presents the methods of the study, consisting of the dynamic model used for
simulating the WEC, the implementation of model predictive control, and the structure
of three design studies. This is followed by a presentation of the results from these three
design studies in Section 3.3 Section [3.4] presents a discussion of the results. Conclu-

sions drawn from this work and suggestions for future work are given in Section [3.5

3.2 Methods

The methods for this work consist of three parts: the system model, the implementation
of the model predictive control for the PTO load (forces between the WEC and PTO),
and the structure of the design studies. The design studies for this work consider the
effects of design requirements for the PTO on the average power absorption by the WEC
using a constrained optimization of the PTO load on the WEC. Specifically, the design
studies account for limits on the range of the PTO load and limits to the speed of load
adjustment. These are implemented as constraints on the PTO load in the optimization
problem within the model predictive control algorithm. In this work, the ’true’ system
and predictive model are the same time domain model simulating the hydrodynamics of
the WEC. The hydrodynamic WEC model is presented in Chapter[2] Section[2.4.2] This
studies implementation of model predictive control is presented in Sub-section[3.2.1} The

methodologies of the design studies are presented in Sub-section [3.2.2

3.2.1 Model Predictive Control

This work assumes the PTO load as the control signal generated by the model predictive
control. The passivity of the PTO is enforced by defining the PTO load as the magnitude
of the PTO’s reaction force on the WEC, which opposes the WEC motion. Given that
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the PTO load is a function of continuous states within the PTO system (e.g., the position

of the displacement adjustment mechanism in a variable displacement pump or charge
state of hydraulic accumulators), the PTO load is formulated as being continuous in the
model predictive control; as such, the PTO load control signal is implemented as a linear
interpolation between the discrete control updates rather than being held constant. For
the flap-like OWSC device, the reaction force from the PTO is a torque on the WEC.

The formulation of the PTO load for optimization in the model predictive control
framework is illustrated in Figure In the model predictive control framework, the
system has some history in the past, establishing the system state, and a future that
will be determined based on future choices for the PTO load. At a given time, t,, the
algorithm is tasked with producing an optimal choice for the PTO load, T'(t), over the
next control interval, t = [to,t, + At.]. That decision is based on predictions of the
system behavior over some prediction horizon, t = [t,,t, + tp]. To limit the size of the
variable space, n discrete control points in time, ¢ = t, + iAt, (where i = 1,2,--- n),
are distributed equally throughout the control horizon, t = [t,, t,+nAt.], distinguishing
n control intervals. The PTO load at each control point, T (¢, + iAt.), serves as a single
variable within a constrained, multi-variable optimization problem, with the PTO load
assuming a constant slope (i.e., the first derivative with respect to time) between control
points, 77. After the optimal PTO load is determined for this control horizon, the
system implements the PTO load for the immediate control interval, t = [t,, t, + At.].
The system then evolves until the end of the control interval, ¢t = t, + At., and the
process is repeated to predict the optimal PTO load over the new control horizon and
determine the load to be implemented for the next control interval.

As illustrated in Figure the PTO load is specified as being constant after the
final control interval to complete the prediction horizon. In this work, the prediction
horizon has been specified as being longer than the control horizon by 1.5 times the
control period; that is, ¢, = t. + 1.5At.. The intent of this practice is to provide

additional influence of future system behavior on the selection of control inputs at a
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Figure 3.1: Hlustration of the PTO load signal formulation for constrained optimization
within the model-predictive control algorithm. In this example, the control horizon is
three times the control update period.

lower computational cost than adding to the number of control points; this assumes
that the computation of the system behavior over the interval ¢ = [t, +t.,t, + 1] is
cheaper than the added dimensionality of the variable space in the optimization.
Limits on the PTO load are illustrated in Figure as the maximum load, Tiqz,
the minimum load, T},n, and a maximum magnitude for the rate-of-change in the PTO

load, T/

maz- Consequently, the optimization problem is as follows: select the variables

T (t, + iAt.) that maximize the average power captured over the interval t = [t,,t, + tp],
subject to the constraints Tiyin < T (to + iAt) < Thnae and |T)| < T} e

The nonlinear, constrained optimization implemented in this work uses the interior-
point method, as implemented by the function fmincon() provided with the computing
software MATLAB. This algorithm requires initial values. The initial values provided
for the start of the computations are all equal and are the average of the minimum
and maximum torque; that is, T (t, + iAt.) = 0.5 (Timaz + Tmin)- This places the initial

values at the center of the variable space meeting all constraints. Going forward from

the first control update, the initial values provided to the optimization algorithm are



66

the optimal results from the prior control update. The initial value for torque at the
end of each new control horizon is set equal to the initial value of the second to last
control update period; that is, T (¢, + nAt.) = T (t, + (n — 1) At.). This follows from
the assumed constant PTO load over the interval t = [t, + t¢, to + tp).

Surrogate variables are used in place of the constraints given above. These serve
as more practical descriptors of the PTO performance requirements and serve as the
parameters varied in the design studies that follow. The minimum fractional load, f, is
defined as a surrogate for the minimum load:

Tmin

f B TT)’L(II

(3.1)

The minimum transition time between the minimum and maximum load value, t,, is

defined as a surrogate for the maximum rate-of-change in the load:

Tmax - Tmzn
T!

max

t, = (3.2)

3.2.2 Design Studies

Three design studies are presented in this work. The first varies the parameters of the
model predictive control (the control update period, At., and the length of the control
horizon, t.) to determine their effects on the performance and to identify suitable values
to be used in the second and third studies. This study only considers the performances
of the WEC and PTO in a single sea state. The second and third studies vary values
of the constraints on the PTO load to determine their effects on the performance.

The second study only considers the performance of the WEC and PTO in a single
sea state, while the third study considers the yearly-average performance using historical
data from Humboldt Bay, CA to weigh the performances from 114 distinct sea states, as
presented in Figure [2.6] The constraints on the PTO load, as discussed above, include

(1) the upper limit to the PTO load, Ty, (2) the lower limit to the PTO load, as a
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fraction of the upper limit, f, and (3) the limit to the rate-of-change in the PTO load,

as the minimum time required to adjust the load between extremes, t;. The second
study varies all three constraints while the third study assumes a specific value for the
limit to the rate-of-change based on the results of the second study.

Results from the second and third studies are compared to results where Coulomb
damping is used. The Coulomb damping results represent two cases. First, for a
given maximum PTO load, the magnitude of the Coulomb damping is identical to the
maximum load (’fixed Coulomb damping’). That is, T'(t) = Tyaz- Second, an optimal
choice for the Coulomb damping magnitude is made, subject to the same constraints as
the model predictive control ("optimal Coulomb damping’). The optimization problem
is posed as follows: select T, for which T'(t) = T., maximizing the average power

captured over the simulated time interval subject to the constraint Ty, < T. < Thaz-

3.3 Results

The results of the three studies performed in this work are presented below. These
include (1) a study on the performance of the MPC algorithm as a function of its
parameters, namely the control update period and the length of the control horizon, (2)
a study of the average WEC power absorption in a single sea state as a function of PTO
load constraints, namely the maximum torque, the minimum fractional load, and the
minimum load transition time, and (3) a study of the weighted average power absorption
for the sea states presented in Figure [2.6] as a function of the maximum torque and the
minimum fractional load. All results represent performance in an identical realization
for the wave elevation in each given sea state. The results exclude a 250 s start-up
duration and are averaged over 500 s of simulation time in the first study and 2000 s of

simulation time in the second and third studies.
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3.3.1 MPC Algorithm Parameter Study

Three cases are examined for a study on the MPC algorithm parameters, with each
assuming different values for the PTO load constraints. The results presented in Fig-
ure |3.2[ assume 5 MNm as the maximum torque, 0 as the minimum torque, and 5 s
for the minimum transition time between the minimum and maximum torque. The
other two studies assume the same except for a higher minimum torque of 3.75 MNm
for results presented in Figure [3.3] and a longer control horizon of 20 s for the results
presented in Figure [3.4 Each case assumes the same sea conditions, a significant wave
height of 1.25 m and a peak period of 7.5 s.

The results are presented as contour plots with the contour lines being interpolated
from a 10-by-10 grid of data points. Grid values are in the range of [3, 30] s for the
length of the control horizon and [0.5 s, 3 s] for the control update period and are evenly
spaced on a base-10 log scale. Because the control horizon is composed of a series of
control update periods, its length is rounded up to the nearest integer multiple of the
control update period length. In each case, data are missing for the corner conditions
with a control horizon of 30 s and a control update period of less than 0.75 s; for these
values, the calculations failed to complete within the time allotted for the computing
resources.

In Figure the performance of the WEC at absorbing energy is maximized near
a control update period of 0.75 s and a control horizon time of 5 s (the maximum points
from the grid study are 0.745 s and 6.46 s, respectively). In Figure the maximum
grid value is located at (0.61 s, 5.0 s). In Figure it is (1.35 s, 10.78 s). Despite
the differences in the location of the maximum grid value, the power capture results at
these locations within each dataset are within 4 percent. This suggests that PTO load
constraints do not have a significant coupling effect with the parameters of the model
predictive control algorithm near these choices and that 0.75 s and 5 s for the update

period and control horizon are suitable for the following studies.
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Figure 3.2: Model predictive control algorithm parameter study results: mean power
capture assuming Ty, = 5 MNm, 15, = 0, and t7, = 5 s.
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Figure 3.3: Model predictive control algorithm parameter study results: mean power
capture assuming 17,4 = 5 MNm, 15,5, = 3.75 MNm, and ¢, = 5 s.
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Figure 3.4: Model predictive control algorithm parameter study results: mean power
capture assuming Ty, = 5 MNm, T}, = 0, and t7, = 20 s.

The length of time required to perform the computations for the entire optimized
and simulated time of 500 s was recorded for the case presented in Figure These data
are presented in Figure [3.5] and are based on the use of 3 processor cores on an AMD
EPYC 7302P with 16 Gigabytes of RAM available and with the MATLAB function
fmincon() executing function evaluations in parallel. Generally, the computational cost
of the algorithm increases with an increasing time horizon and decreasing control update
period as both increase the number of control points, n, being optimized in the MPC
algorithm, and with a longer control horizon increasing the length of the simulations
performed in evaluating the objective function. The compute time is on the order of
tens of hours, which is about two orders of magnitude higher than the simulated time

of 0.14 h (500 s).

3.3.2 Load Constraint Study: Single Sea State

The second study considers the same single sea state as in Section m (a significant

wave of 1.25 m and a peak period of 7.5 s) but evaluates the influence of the maximum
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Figure 3.5: Model predictive control algorithm parameter study results: time consump-
tion of the MPLS algorithm assuming 7}, = 5 MNm, T}, = 0, and t;, =5 s.

and minimum torques and the minimum load adjustment time on the WEC power
absorption. The control update period and control horizon used for this study are 0.75
s and 5 s, respectively, based on the results of Section [3.3.1}

The results are plotted separately for four minimum fractional load values: 0, 0.25,
0.5, and 0.75 in Figures and respectively. Therefore, in each case, the
mean power absorbed by the WEC is plotted against the maximum PTO torque and
minimum load transition time. These results are compared against the performance of
the WEC with Coulomb damping under the two conditions described in Section

The power capture performance results are monotonic with respect to the minimum
fractional load and the minimum load adjustment time but not with respect to the
maximum load in all cases. Minimum load fraction values of 0 and 0.25 (Figures
and provide a monotonically increasing power capture, within the tested values;
however, with minimum load fractions of 0.5 and 0.75 (Figures and , the mean
power capture declines at very high values for the maximum torque. This trend is

evident for the optimal Coulomb damping case as well.
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Figure 3.6: PTO load constraint study results: mean power capture with a minimum
load fraction of 0.
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Figure 3.7: PTO load constraint study results: mean power capture with a minimum
load fraction of 0.25.
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Figure 3.8: PTO load constraint study results: mean power capture with a minimum

load fraction of 0.5.
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Figure 3.9: PTO load constraint study results: mean power capture with a minimum
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The fastest load transition time of 0.3 s provides the greatest improvements in per-
formance. The more moderate minimum load transition time of 3 s provides 56-77
percent of this improvement (for maximum torque values above 2 MNm); in a different
framing, a transition time of 0.3 s performs 4-12 percent higher than a 3 s transition
time. The longest transition time considered, 30 s, provides very little improvement in
performance over the optimal Coulomb damping, if any.

Considering a minimum load fraction of 0 and the fastest response time of the PTO
tested, the potential improvement over Coulomb damping is about 20 percent without
increasing the maximum load capability of the PTO above the optimal Coulomb damp-
ing load of about 2.72 MNm. For higher maximum load values, the model predictive
control outperforms the optimal Coulomb damping by up to 45 percent. For a minimum
fractional load of 0.25, the potential improvements are reduced to about 11 percent and
30 percent, respectively. With a minimum load fraction of 0.5, there is improvement of
up to only 20 percent over the optimal Coulomb damping. With a value of 0.75, the
improvement is only up to 9 percent.

With respect to the maximum rate of load adjustment, faster rates of load ad-
justment improve mean power capture, but with only moderate improvement between
minimum load transition times of 3 s and 0.3 s. The power capture is also improved
by a wider range in the load achievable by PTO, provided primarily by lower minimum

fractional load values.

3.3.3 Load Constraint Study: Yearly Average Performance

The third study investigates the weighted average WEC power absorption throughout
a year using the same parameters for the MPC algorithm as the study in a single sea
state. It also assumes a minimum load transition time of 3 s (based on this being only
marginally lower performing than for the faster transition time of 0.3 s). Therefore, the
power capture results, presented in Figure [3.10} are presented as functions only of the

maximum load and minimum load fractions.
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Mean Power Capture, Yearly Average
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Figure 3.10: PTO load constraint study results: yearly average power capture assuming
a maximum rate-of-change between load limits of 3 s.

The results obtained using the model predictive control are distinguished by color
based on the minimum fractional load limit. These results are compared against the
Coulomb damping results under the two conditions, as before. The results for the fixed
Coulomb damping load case (i.e., the load is identical to the maximum load across all
sea conditions) are plotted with a black dashed line. For optimal Coulomb damping,
where the Coulomb damping is subject to the same constraints on the load as the model
predictive control, results are plotted as a solid line with the color corresponding to the
minimum load fraction.

The results show similar trends as for the performance in a single sea state but
with less improvement (improvements are approximately two-thirds as high as for the
performance in a single sea state). With a minimum load fraction of 0, the load control

provides a 12 percent improvement with a maximum torque of 4 MNm and up to 29
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percent at 8 MNm. With a minimum load fraction of 0.25, the improvements are in the
range of 11 percent with a maximum torque of 4 MNm and up to 20 percent at 8 MNm.
A minimum load fraction of 0.5 provides 5 percent improvement with a maximum torque
of 4 MNm, and up to 9 percent with a maximum load of 5 MNm. Again, a minimum
load fraction of 0.75 provides little improvement, and at higher maximum torque values,
the performance is worse than the optimal Coulomb damping, which is likely due to

poor performance of the optimization within the model predictive control in these cases.

3.4 Discussion

The results of these studies provide important insight into the design trade-offs in the
PTO design. As expected, a capacity for adjusting the load on the WEC on a moment-
to-moment basis is shown to provide significant improvements over holding the PTO
load constant within a given sea state. Furthermore, the results identify the degree to
which the limits on the PTO load magnitude and response time affect the performance
of this load control.

Results show that a larger range of adjustment in the PTO load improves power
capture, generally. However, a minimum load fraction of 0.25 appears to be a good
target for PTO performance, being a point of diminishing returns. With a minimum
load of zero, the moment-to-moment load control achieved a 29 percent improvement
over optimal Coulomb damping; however, compared to performance with a minimum
load fraction of 0.25, a minimum load of zero provides less than 1 percent greater
performance at a maximum load of 4 MNm and up to 7 percent above that.

Performance improvements seen for a single sea state suggest that the speed of load
adjustment between limits by the PTO should be at least as fast as a few seconds.
A faster response on the order of a fraction of a second would further enhance the
performance by about 5-12 percent while a slow response on the order of tens of seconds

would provide no significant improvement over Coulomb damping.
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An important case to consider involves implementing load control for a PTO that is
designed based on optimal Coulomb damping. A PTO designed for a maximum torque
of 4 MNm serves as a good reference for this case. With this reference design, moment-
to-moment load control with a moderate load adjustment time of 3 s could provide up
to a 12 percent improvement in the system performance, based on the results presented
in Figure [3.10

As an alternative, the PTO could be designed with moment-to-moment load control
in mind. In this case, the plant performance could be improved up to about 29 percent.
However, this would require the PTO to be capable of producing these higher loads,
accompanied by a greater cost. For example, the maximum displacement of a WEC-
driven pump size would need to be doubled to access the 29 percent improvement.
Generally, the cost of a pump would be approximately proportional to its displacement.
Therefore, the increased cost of the pump may outweigh the improved power capture.

Although the architecture of the PTO is not explored explicitly in this study, the
results are highly relevant to the issue of choosing an architecture. The choice of ar-
chitecture is a primary factor in determining the degree to which the PTO load can
be varied and how quickly changes in the load can be implemented. For example, the
parallel-type architecture studied in Chapter [2]on PTO architectures for wave-powered
reverse osmosis has the outlet of the WEC-driven pump feeding the same pressure rail
from which the RO module sources feedwater. With a fixed pump displacement, the
load provided by the PTO is constrained by the pressure limits of the RO module
(about 4-8 MPa), giving a minimum fractional load of 50 percent. Furthermore, with
the WEC-driven pump sharing a pressure rail with the RO module, a high degree of ca-
pacitance is required to meet the limits on pressure variability at the RO module. That
capacitance extends the time scale with which the load can be adjusted. Considering
that the flow ripple from the WEC-driven pump, generated by the excitation of the
waves, has a period of 3-10 s, a time constant on the order of several seconds to tens of

seconds should be expected for a pressure response in this system. Such a time constant



78

would be outside the recommended speed capability for the moment-to-moment load
control. Alternatively, implementing a variable displacement pump in such a system
would increase the speed at which the load could be adjusted and could offer a greater
range in the PTO load.

Finally, this study relied on a specific implementation of model predictive control
that is computationally expensive and could not be implemented for real-time control,
as shown by the results in Figure Rather than providing an estimate for the
potential performance of more efficient implementations of MPC, these results serve the
purpose of estimating the maximum potential performance levels achievable regardless
of the control method implemented. Although, the results presented here are in line
with those found in [82], which compared an efficient MPC implementation to linear
resistive damping control. In that work, the authors found that MPC achieved 40-
60 percent greater average power capture than linear resistive damping. This level
of improvement is in line with the 45 percent maximum improvement achieved in the
single sea state performance in this work. However, comparing these results is not
a definitive comparison between the two implementations of MPC because (1) linear
resistive damping and Coulomb damping are not the same, (2) the authors did not
optimize the resistive damping rate for irregular wave conditions, and (3) the WEC

types used are different (a buoy versus an OWSC).

3.5 Conclusions

Model predictive control of the PTO load on a WEC was used in this study to estimate
the performance advantage of controlled, moment-to-moment variation in the load over
a Coulomb damping scheme. Along with this, the advantage was characterized based
on PTO capabilities and the constraints on the load it applies to the WEC. The PTO
performance was framed in terms of constraints on the range of the load and the speed

at which the load could be adjusted. The average power captured by the WEC was
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characterized as a function of these constraints, with results provided for both single
sea state performance and yearly average performance, calculated as a weighted average
across a realistic distribution of sea states. For single sea state performance, moment-to-
moment load control achieved an improvement between 10 percent and 45 percent over
an optimal Coulomb damping load. The improvement in yearly average performance
was slightly lower, ranging between 11 percent and 29 percent. Therefore, these results
show that there is a significant advantage offered by controlled, moment-to-moment
adjustment of the PTO load. Further, the results suggest that the PTO should be able
to adjust the load to at least 50 percent of its maximum load, and that the capability
to adjust down to 0-25 percent is a worthwhile target. The results also suggest that the
PTO should be able to adjust the load between extremes within a few seconds, while
faster adjustment, on the order of 0.1-1 s could provide an additional 4-12 percent
improvement. That there is an advantage with moment-to-moment conrtrol of the load
counters the conclusion made in Chapter [2] that variable displacement, as a feature
of the WEC-driven pump, offers no performance advantage; this study shows that it
would.

The PTO load was formulated under the assumption that the PTO is passive and
provides a load that is continuous in time. Future work may consider different for-
mulations of the PTO load for similar studies, such as those involving reactive control
or discrete changes in load. This would be important for considering how PTO per-
formance affects the effectiveness of these types of load variations and for comparing
different types of load variations.

Future work should also consider the effect of energy losses in the PTO, as the
improved power capture by the WEC may be counteracted by increased losses in the
PTO. For example, variable displacement hydraulic pumps and motors typically have
lower efficiency at fractional displacements. While losses in the PTO were not considered

in this work, the methods used could be modified to include them.
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3.6 Data Availability

Data and custom software used are available at: https://github.com/novaTehnika/

2022-ConstrainedLoadControlStudy (accessed 11 June 2023).


https://github.com/novaTehnika/2022-ConstrainedLoadControlStudy
https://github.com/novaTehnika/2022-ConstrainedLoadControlStudy

Chapter 4

Dynamic System Performance:
Meeting Constraints on Pressure

Variation

4.1 Introduction

In addition to the issue of productivity considered in Chapters [2| and [3] conversion of
wave energy presents a challenge to the longevity of components. The wave energy
conversion process is a characteristically variable process as it involves absorbing power
under the force of slow, irregular waves with a high degree of variation. For example,
the ratio between the peak and mean power absorbed by a WEC has been estimated
to be anywhere between 7:1 and 58:1, depending on the system design and control
scheme [20, 21]. In contrast, the conventional RO process is characteristically steady,
with changes to operation being made very slowly and only as feedwater temperature
changes or the membranes accumulate debris. In fact, several sources recommend that
start-up and shut-down of RO systems should be performed relatively slowly, with a

rate-of-change in pressure less than 70 kPa per second, to avoid mechanical damage to

81
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the membrane and membrane housing [28], 23] 25].

The recommended limit to the rate-of-change in feed pressure is of particular interest
in this work because it is a dominate constraint in sizing accumulator volumes. This
constraint is specified for start-up and shut-down and extension to normal operation is
not made explicit by the literature. However, in normal operation of conventional RO
systems, the pressure is held nearly constant, so it is understandable that an explicit
statement would not be made. Furthermore, the value of the constraint seems to not
be substantiated in any literature. The lack of clarity on this issue suggests that the
constraint may be conservative, simply based on experience, and /or that the underlying
mechanisms of failure motivating the constraint are not well understood. However, both
[28] and [23] claim that this constraint relates to mechanical damage to the membrane
and membrane housing and suggest compaction of the membrane and cracking on the
housing to be modes of failure.

Early work on wave-powered RO systems has dismissed this constraint. In the work
by Folley et al., the constraint was acknowledged but neglected for lack of substantiation
in literature and based on an argument that more robust RO system components would
be produced if a wave-powered RO industry created the demand [29].

Recent, work by Sitterly et al. [89] and Das et al. [90] have acknowledged a poten-
tial for the pressure variations in wave-powered RO system to harm RO membranes.
Both works studied the effect of pressure variation using an experimental system with
pressure being controlled. Sitterly et al. controlled pressures to match numerical results
of a wave-powered RO system model presented in [24]. As part of their analysis, the
authors compared the performance of the RO module before and after the membrane
elements were subjected to the pressure variation experiments. They reported a de-
crease in membrane permeability of 7.4 percent and a decrease in water flux of 18.4
percent. It is important to note that this change came after a standard break-in pro-
cedure where membrane compaction is expected. The authors hypothesized that the

pressure variation drove additional compaction that would not have occurred otherwise.
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The conclusion was that the pressure variation did not have significant effects on the
membrane performance and integrity. However, from a system-level perspective, having
membrane productivity decline 18.4 percent is substantial.

Das et al. [90] controlled pressure in two ways: first as sinusoidal variations between
35 and 65 bar and then in as rectified sinusoidal functions with pressure varying between
0 and 70 bar. Membrane integrity tests showed no significant change after the simple
sinusoidal pressure tests. However, after the more extreme rectified sinusoidal tests,
the membrane integrity tests showed a two to four times increase in the salinity of the
permeate suggesting significant degradation of the membranes’ integrity.

This paper addresses the design impacts associated with meeting the pressure rate-
of-change constraint on several alternative PTO architectures, taking the system illus-
trated in Figure [1.8] as a the baseline. Design performance is evaluated by two design
metrics: the total volume of accumulators deployed and the amount of power lost dur-
ing operation. The baseline architecture is also evaluate without the rate-of-change
constraint enforced. Each architecture is modeled mathematically and numerically sim-
ulated to estimate their performance. Grid studies are used to find optimal values for
the design parameters relevant to each architecture.

The proposed architectures are described in the following section, Section The
methods of this study are described in Section [.3]and include the mathematical models,
the method of solving the models, and procedure for optimizing and comparing the
design performance of each architecture. The results of the study are presented in
Section [4.4] and are followed by a discussion in Section Conclusions drawn from the

study and suggestions for future work are presented in Section [4.6]

4.2 Proposed Power Take-Off Architectures

The baseline architecture for this design study, shown in Figure includes a first-

order low-pass filter in the form of a single high-pressure accumulator. A second-order
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low-pass filter is easily constructed with the addition of a resistive element and a second
accumulator as shown in Figure [£.1] The resistive element could be a passive element
or an actively controlled valve. The passive element accomplishes the formation of a
second-order low-pass filter while an actively controlled valve provides the opportunity
of controlling the flow to the RO feed inlet and thereby rate-of-change in pressure.
Both approaches reduces the total accumulator volume required to meet the pressure

rate-of-change constraint.

o added
adjustible accumulator

resistive \
element
8 \ ' 8 RO module

_46 |
OO !

Figure 4.1: A parallel-type power take-off architecture having a resistive element and
additional accumulator bank for enhanced reduction of pressure variation.

A third alternative is the series-type PTO architecture proposed in Section and
illustrated in Figure In this architecture, the hydraulic motor of the parallel-type
architecture is placed in series with the WEC-driven pump and RO module. This way
the hydraulic motor, which can operate as either a motor or a pump, has direct control

of the flow reaching the RO feed inlet from the WEC-driven pump.
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4.3 Methods

The goals of this work are to (1) understand how the selection of architecture influences
the required accumulator volume and energy losses in the system when the rate-of-
change constraint is enforced and (2) understand how volume requirements compare
when the constraint is not enforced. The metric assumed for energy losses is the average
power losses associated with managing the pressure variation; specifically, the losses
from the activation of pressure relief valves at the outlet of the WEC-driven pump and
the feed inlet of the RO module, the power losses from the hydraulic motor and electric
generator, and throttling losses of the resistive element.

Numerical models of the system are used to simulate the system and perform a grid
search to identify optimal performing designs for each PTO architecture. The design
variables considered in the grid search (where applicable) are the total high-pressure
accumulator volume, the proportion of volume placed at the RO feed inlet (versus the
outlet of the WEC-driven pump), and the resistance of the resistive element.

To identify the cost of the constraint to the design performance, the optimal design
performance for the baseline architecture is evaluated with and without enforcing the
constraint on pressure rate-of-change.

As is considered for the studies in Chapters [2| and [3] the hypothetical system being
considered is one installed in the nearshore environment at Humboldt Bay, CA and
which is being driven by the Oyster 1. The displacement of the WEC-driven pump and
RO membrane area are selected based on the design study presented in Chapter 2] The
parameters are selected from the parallel-type and series-type PTO architecture having
a fixed pump displacement and fixed RO membrane area and are based on having the
same RO membrane area and annual rate of freshwater production.

A single sea condition is evaluated which is selected from the sea states specified for
the Wave-to-Water Prize competition [91]. The selected sea state from that set, having

a significant wave height of 2.64 m and a peak period of 9.86 s, contributes the most to
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the annual available wave energy and when taken as a corner condition (maximum sea
height and wave period), accounts for approximately half of the available wave energy
annually (this is based on data given in Figurefor the rate of occurrence of sea states
with a weighting by the available wave power where the available power is proportional
to the peak wave period and the significant wave height squared).

The following subsections present the mathematical models used to simulate the
WEC and proposed PTO architectures, the control methods, the method of solving the
numerical problem of simulating the system, and the procedures used to carry out the

design study.

4.3.1 Modeling

The WEC/PTO system is modeled as being a dynamic system, described by a set of
ordinary differential equations. The WEC and PTO subsystem models are coupled.
The velocity of the WEC is an input to the PTO subsystem model and the reaction
torque of the WEC-driven pump is an input to the WEC subsystem model. The model
of the Oyster 1 WEC, developed in Section 2.4.2] is used in here. The dynamic model
developed for the PTO is given in the following subsection, Section and is followed
by specification of the control methods in Section

Power Take-Off Model

Each PTO architecture shares several components that are modeled identically. The
differences between the PTO models are in the parameter values of the model (specifi-
cally the WEC-driven pump displacement and the hydraulic motor displacement), the
flow connections, and the control algorithms applied.

A schematic showing the modeled variables and node connections for the parallel-
type PTO architectures is given in Figure [£.2] This schematic accounts for the baseline

architecture as well as the passive and active pressure ripple filtering architecture. For
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the baseline architecture, the added resistive element and additional accumulator asso-
ciated with the pressure py are excluded.

The low-pressure branch, which includes the charge pump and low-pressure accu-
mulator were included in the model but are not described here because they have little
effect on the behavior of the high-pressure branch. The pressure of the low-pressure
branch in every simulation was approximately constant at 0.44 MPa. Instead, this part

of the system is discussed in Appendix [C} Section [C.3]
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Figure 4.2: Modeling schematic for parallel-type power take-offs. An optional resistive
element and additional accumulator bank are indicated with box with dashed lines.

A schematic showing the modeled variables and node connections for the series-type
PTO architectures is given in Figure [{.3] For the series-type PTO architecture, the
hydraulic motor discharges to RO feed inlet instead of the low-pressure branch.

The state variables for these PTO models are the pressures at nodes having com-
pressible volumes and the integral of the error for a proportional-integral pressure reg-
ulating controller determining the shaft speed of the electric generator.

The derivatives of pressure states are a function of the capacitance of the node, the

net flow into the node, and changes to the fluid volume. The capacitance is generally
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Figure 4.3: Modeling schematic for the series-type power take-off.

nonlinear and a function of the pressure of the node. Generically, the state equation for

the pressure nodes is

dpl Z Qin — Z Jout — (4 1)

where p; is the pressure of node i, C; (-) is the nonlinear function describing the capaci-
tance of the node as a function of pressure, ¢;;, and g, are flowrates into and out from
the node, respectively, and V; is the volume of the node.

The two types of capacitive elements are included: compressible fluid volumes and
ideal gas volumes. The pumping chambers of the WEC-driven pump are modeled as

volumes of compressible fluid, with capacitance

Vi

Cri=
T Begs

(4.2)

where B.¢r is the effective bulk modulus of the fluid mixture. The working fluid is

assumed to be a mixture of seawater and entrained gas with the properties given in
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Table [£.1] The seawater is assumed to be linearly compressible while the entrained gas
is modeled as an ideal gas compressed isothermally. Isothermal compression is assumed
due to the wave frequencies being relatively slow (i.e., on the order of a second) and
entrained gas bubbles being small. This gives an effective bulk modulus that is a function

of the pressure such that

g

14 Baots

Bess (pi) = (4.3)

where (8 is the bulk modulus of the working fluid without entrained air and «, is the
entrained air volume fraction at the reference pressure p,. The volume of each pumping
chamber is a function of the WEC position and is assumed to change proportionally with
the position of the WEC. The maximum extent of the WEC-driven pump is assumed
to be at +7/2 radians from the vertical position of the flap-type WEC. An additional
dead volume, equal to 10 percent of the total swept volume, is added to each pumping

chamber to account for non-swept volume such as porting and piping.

Table 4.1: Working fluid parameters

Parameter Value Units
Density,p 1025 kg/m3
Viscosity, dynamic, p 9.4-10% Pa-s
Bulk modulus,f 2.2.10° Pa
Entrained air fraction (at 1 atm), « 0.0001 -
Atmospheric pressure 101300 Pa

The accumulators are modeled as being ideal gas volumes being compressed isother-
mally (again because of the slow variation in pressures excited by the low-frequency

WEC motion). The capacitance of an isothermally compressed volume of ideal gas is

DPe,i
Cyi (pi) = Veis s (4.4)

%

where p. and V. ; are reference values for pressure and volume of the gas at node ¢. In
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the case of accumulators, these are the charge pressure and charge volume. For p; < p.,
Cy.i (pi) = 0. An additional compressed fluid volume is assumed to contribute to the
capacitance of the pressure node with a volume equal to 1 percent of the charge volume
for the accumulator.

Two types of valves are included in the system: the check valve of the WEC-driven
pump and pressure relief valves. The flow through the resistive element of the pressure
filter and the check valves of the WEC-driven is modeled as flow through an orifice such
that

Ap;
¢ (Ap;) = kv,im\/ Ap; (4.5)

where k£, ; is a flow coefficient for valve ¢, Ap; is the difference between the upstream
and downstream pressure. There is no flow though the check valves when the pressure
differential is below the cracking pressure and there is a pressure margin over which
the area of the valve increases with the pressure differential until it is fully open. For
the margin regime, the flow coefficient for the check valves are assumed to vary linearly
with the pressure difference between zero and the maximum value. Parameters for the
check valves are given in Table (justification for the flow coefficient is provided by a
grid study presented in Appendix [C] Section The model developed in Chapter
Section [2.3]is used to model the pressure relief valves. Parameters for the pressure relief

valves are given in Table

Table 4.2: WEC-driven pump check valve parameters

Parameter Value Units

Cracking pressure 1-10° Pa
Margin to fully open 1-10° Pa
Flow coefficient, inlet ~ 15.18 L/Pal/?
Flow coefficient, outlet 15.18 L/Pal/?

Mechanical and flow losses of the hydraulic motor are modeled using the McCandlish-

Dory model with constant coefficients [92] and fixed displacement. The flow rate through
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Table 4.3: Pressure relief valve parameters

Parameter Value Units

PRV at WEC-driven pump outlet

Cracking pressure, pe,.npPRV 20-106 Pa
Coefficient, Cpyy hprv 2.2361-10° Pa%2.s/m?
PRV at RO feed inlet

Cracking pressure, p., fpRV 8.3-10° Pa
Coefficient, Cpyy, PRV 1.4405-10° Pa3/2os/m3

the pump/motor is modeled as

— |Ap| Ap;

where D,, is the volumetric displacement per radian, w,, is the shaft speed in radians per
second, u is the dynamic viscosity of the working fluid. The degree of laminar leakage
loss is captured by the coefficient Cs and the degree of losses due to compressibility are
captured by V,.. The variable A has magnitude of one and is positive when the machine
is in the pumping mode and negative when it is in the motoring mode. The torque of

the motor and generator are modeled as

N|Wm‘ >>
T = DA 1+/\<CU+C 4.7
p( Ap] T “.7)

where the degree of viscous torque loss is captured by C, and coulomb friction losses
are captured by Cf.

The WEC-driven pump and electric generator are assumed to have a fixed efficiency
with values in Table [£.4] The WEC-driven pump displacement is derived from results
in Chapter The displacement of the hydraulic motor was chosen for the parallel-
type architecture based on a grid study considering the performance of the pressure

regulation and the power losses of the motor, generator, and pressure relief valves; this
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study is presented in Appendix [C] Section For the series-type architecture, it was

chosen to provide the flowrate required to achieve steady operation of the RO module

at 8 MPa.

Table 4.4: WEC-driven pump, hydraulic motor and generator parameters.

Parameter Parallel-type ‘ Series-type  Units
WEC-driven pump

Displacement 0.23 ‘ 0.163 m3/rad
Efficiency, mechanical 0.9 -
Hydraulic motor & generator

Generator efficiency 0.9 -
Maximum speed 1750 rpm
Motor displacement, 1000 | 2300 cc/rev
Laminar flow loss coefficient, C 3.0554-10°10 -
Volume ratio, V, 1.103 -
Viscous torque loss coefficient, C, 7.1755-10° -
Coulomb torque loss coefficient, C 0.0259 -

The rate of permeate production by the RO module is modeled by Equation
The ERU is assumed to maintain a constant recovery ratio in the RO process of 25
percent. Mechanical and volumetric losses from the ERU’s hydraulic motor and pump
are modeled with constant efficiency. The electric motor makes up for the difference
in torque between the hydraulic motor and pump. The hydraulic motor and pump

are assumed to have the same volumetric displacement. Parameters used for the RO

module and ERU are given in Table

Control

There are two control schemes implemented for the PTO subsystem. First, the hydraulic
motor and generator are used to regulate the RO feed pressure using a feed-back control
loop. Second, the flow coefficient for the active resistive element is used to limit the rate

of change in feed pressure. In this case, the flow coefficient is prescribed by feed-forward
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Table 4.5: Reverse osmosis module and energy recovery unit (ERU) parameters

Parameter Value Units
Membrane area, Sy, 3,700 m3
Permeability coefficient, Aper,  2.57-1012  m3/(Ns)
Recovery ratio 0.25 -

ERU Volumetric efficiency 0.95 -

ERU Mechanical efficiency 0.95 -

ERU Mechanical efficiency 0.95 -

control.

Proportional-integral control is used for pressure regulation. The error is the differ-
ence between the pressure at the RO feed inlet and the nominal set point. The control
signal is a nominal shaft speed for the generator. For the parallel-type PTO architec-
tures, only the proportional term is used. The proportional and integral terms are both
used for the series-type PTO architecture. The value for the proportional gain in both
cases is 5:10 rad/s/Pa. The integral gain is 5-10°% rad/s?/Pa.

For the parallel-type PTO architectures, only the proportional term is used. The
proportional and integral terms are used for the series-type PTO architecture. The
value for the proportional gain in both cases is 5-10 rad/s/Pa. The integral gain is
5107 rad/s?/Pa.

The feed-forward control specifying the flow coefficient of the resistive element is
based on a model for the pressure node capacitance and the flowrates associated with the
RO module. In practice, the model would have to estimate these values and may include
an observer that is informed by sensor measurements. For this study, these values are
calculated by reversing the calculations given above. The feed-forward control identifies
an ideal flow coefficient based on a positive rate of change in feed pressure equal to the

prescribed limit. The flow coefficient command is bound by an upper bound attributed
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to the size of the valve. The ideal flow coeflicient is
pn—pf Cy(pg)+ 4y — aeRUf

kv,ideal = (48)
lpn — pyl Pr — Dy

4.3.2 Numerical Solution

These models are solved using the Euler method with a time-step of 0.05 ms. This
time step was selected based on convergence of a mass and energy balance in the study
presented in Appendix [A] Section Similarly, the length of time simulated is
based on the convergence study presented Appendix [A] Section which considers
the power captured by the WEC, permeate produced by the PTO, and the peak rate-
of-change in feed pressure. The simulations are 2250 s long with only the last 2000 s

contributing to the performance calculations.

4.3.3 Design Studies

The PTO architectures are compared based on power losses and the total accumulator
volume. The Pareto front is approximated using a multi-variable grid study. The
pressure rate-of-change constraint is enforced through eligibility to the Pareto optimal
set.

The variables of each grid study are specified in Table Total volume refers to the
total volume for the high-pressure accumulators. The distribution of volume between
the accumulator upstream and downstream is indicated by the proportion of the total
volume placed at the RO feed inlet. Along with the range of values, the number of grid
points and the distribution scheme for the grid points are specified. Two grid point
distribution schemes are used; a constant spacing between grid points and a base-10

log-scale spacing.
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Table 4.6: Grid study parameters: bounds, number of grid points and spacing scheme

PTO architecture Total volume Portion at RO feed Flow coefficient
(L) (L/s/kPal/?)
. 500-30,000
Baseline - -
(80/log-10)
Passive element, 5,000-15,000  0.2-0.35 0.1-15
with constraint (10/log-10) (10/equal) (40/log-10)
Passive element, 1,000-15,000  0.05-0.9 0.1-30
without constraint (80/log-10) (10/equal) (20/log-10)
. 5,000-15,000 0.01-0.99 40
Active element
(10/log-10) (40/equal) (1/-)

1,000-15,000  0.01-0.95

Series-type
20/log-10) (40/log-10)

4.4 Results

In this section, results are presented from the grid study for the baseline case, a com-
parison of the Pareto optimal performance results for each PTO architecture, and time-
series results for the proposed PTO architecture with representative selections of design
parameters.

Grid study results for the influence of accumulator volume on the peak rate-of-change
in feed pressure and mean power loss for the baseline PTO architecture are given in
Figure The mean power losses include the pressure relief valves and the hydraulic
motor and generator and are normalized to the mean power capture by the WEC. The
lowest total high-pressure accumulator volume meeting the constraint on the pressure
rate-of-change is 17,600 liters. Above 3,000 liters of accumulator volume, power losses
are near constant at about 2.8 percent. The pressure relief valves are not used in this
range, only the hydraulic motor and generator contribute to these losses. Below 3.000
liters, the pressure relief valve at the RO feed inlet is activated and increases the losses

up to 5.5 percent with 500 liters of accumulator volume.



96

3 Maximum Rate of Change in Feed Pressure: Baseline PTO
10 F T T T T

————— target limit

volume (1000L)

(a)

6Mea,n Power Loss Normalized by Mean Power Capture: Baseline PTO

----- hyd. motor & generator

=!I\ |- PRV at RO inlet
AT combined §
195}
L | vea
2|
Z2F\ .
1) "
s} ‘\‘

\\

\~
0 J -l ) ol J.
0 5 10 15 20 25 30
volume (1000L)
(b)

Figure 4.4: Grid study results for the baseline PTO architecture: rate of change in feed
pressure @ and power loss @

The Pareto optimal performance for all the PTO architectures is given in Figure
This figure shows the power losses as a function of the total accumulator volume. Results
for the baseline architecture are given without regard for the pressure rate-of-change
constraint (indicated by "no constraint” in the legend). However, the minimum volume
needed to meat the constraint is indicated with a vertical dashed line.

These data show a clear ranking in the performance of the architectures. First,
the parallel-type architecture with the additional resistive-capacitive network performs
better with an active element than a passive element. Second, for accumulator volumes
less than 8,000 liters, the series-type architecture outperforms the parallel-type architec-
ture. However, above about 8,000 liters, the power losses are greater for the series type

architecture; this is due to the losses of the hydraulic motor being greater in the series
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Figure 4.5: Comparison of design performance of each PTO architecture.

configuration, at 3.1 percent, than in the parallel configuration at 2.8 percent. Third,
when the pressure rate-of-change constraint is not enforced, the baseline outperforms
all cases where the constraint is enforced.

To compare required accumulator volume between the architectures, a value of 5
percent loss is considered, which is just less than double the power loss of the baseline
architecture with 17,600 liters. At 5 percent combined power loss, the parallel-type
architecture requires 9,090 liters with a passive resistive element and 7,920 liters with
an active element. The series-type architecture requires 4,370 liters. Respectively, these
values account for reductions in the required volume from the baseline of 48 percent, 55
percent, and 75 percent. When the pressure rate-of-change constraint is not observed,
the baseline architecture requires 670 liters to achieve 5 percent combined power loss.
This is 96 percent less volume than is required to meet the rate-of-change constraint.

Permeate production has been left out as a performance metric in this study since,
by design, the permeate rate should be consistent for all cases. This is confirmed by
the results shown in Figure[4.6] which presents the mean permeate production rates for
the same Pareto optimal PTO designs for which the data in Figure are found. The

permeate results are between 1850 and 1900 m3/daym (within 3 percent difference) for
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each design meeting the 5-percent combined loss. The baseline produced 1870 m?/day

when meeting the constraint and 1890 m?/day without. The parallel-type produced 1860
m? /day with the passive pressure filter and 1900 m?/day with a the active pressure filter.
The series-type produced 1850 m?/day. The notable exceptions are with the parallel-
type PTO with a passive resistive element having lower accumulator volumes; however,
from Figure these cases have greater than the 5 percent combined power loss chosen

for a relative comparison.
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Figure 4.6: Comparison of permeate production for Pareto optimal results from each
PTO architecture.

Time-series results related to pressure variation illustrate the behavior of these sys-
tems. These are presented for the designs meeting the 5-percent combined loss. First,
results for the parallel-type architecture with a passive resistive element and 9,090 liters
of total volume are given in Figure 1.7, The other design parameter values for this case
are a flow coefficient of 4.06 L/s/kPal/? and 28.3 percent of the accumulator volume at
the RO feed inlet. These results show (1) pressure at the two accumulator banks, (2)
the behavior of the hydraulic motor responding to the difference between the nominal
RO feed pressure and the actual pressure, and (3) the rate-of-change in feed pressure

compared to the target limit of 70 kPa/s. Two observation are notable. First, there is
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only a small difference in pressure between the two accumulators (i.e., about 0.14 MPa
on average). Second, the rate-of change in pressure approaches the peak of 70 kPa/s
for only a small fraction of time within the 2000 s simulation. For comparison, the 97th

and 99th-percentile values of the rate-of-change magnitude are indicated and are 38 and

48 kPa/s, respectively.
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Figure 4.7: Time-series results related to pressure variation for the parallel-type archi-
tecture with a passive resistive element: pressure and hydraulic motor flow rates @
and rate-of-change in RO feed pressure (]E[)

Results for the parallel-type architecture with an active resistive element and 7,920
liters of total volume are given in Figure [4.8 This design has 94.7 percent of the
accumulator volume at the RO feed inlet. These results include (1) the pressure at the
two accumulators, (2) the rate-of-change in feed pressure, and (3) the flow coefficient of

the resistive element compared to the value determined from the feed-forward control
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law. A notable observation is that several instances are shown where the pressure
upstream of the resistive element peaks to extreme valves, yet these values are still well
below the pressure relief valve setting of 20 MPa. Another is that the rate-of-change in
feed pressure and the valve coefficient command signal have higher frequency content
that is not seen with the passive element. Finally, the feed-forward command signal for
the flow coefficient has a mean value (543 L/s/kPal/?) that is an order of magnitude

1/2 that was chosen.

greater than the maximum value (saturation limit) of 40 L /s/kPa

Finally, time-series result or the series-type architecture having 4370 liters of total
accumulator volume are given in Figure This design has 1.12 percent of the accu-
mulator volume placed at the RO feed inlet. These results include the pressure at the
RO feed inlet and the pressure upstream of the hydraulic motor. The rate-of-change is
not presented because it is near zero, being under direct control by the hydraulic mo-
tor. The RO feed pressure is controlled well and is nearly constant while the upstream
pressure varies significantly. It is notable that the upstream pressure falls below the RO

feed pressure for several periods within the simulation. In these cases, the hydraulic

motor is in a pumping mode.

4.5 Discussion

The results of this study suggest the series-type architecture is a superior design to
the parallel-type architecture with respect to controlling the pressure variation at the
RO module. This is in addition to this architecture using a 29 percent smaller WEC-
driven pump, based on the results of the study presented in Chapter |2l However, if the
parallel-type type architecture is chosen, adding a resistive-capacitive network to form
a second-order low-pass filter can reduce the total accumulator volume by about half.
The results of this study also show that there is a significant cost associated with
enforcing the 70 kPa/s constraint on the RO feed pressure rate-of-change. Treating

the constraint as a hard limit in this study showed that an order of magnitude more
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Pressure: Parallel-Type with Active Element
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Figure 4.8: Time-series results related to pressure variation for the parallel-type archi-
tecture with an active resistive element: pressure @, rate-of-change in RO feed pressure
(]E[), and flow coefficient of the resistive element (.
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Pressure: Series-Type PTO
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Figure 4.9: Timeseries results for pressure for the series-type PTO architecture.

accumulator volume is required than would be deployed otherwise. Yet the need for
this constraint appears to be not well understood. Future work is needed to clarify
what should be the constraints placed on the variation in pressure for wave-powered
RO systems. Clarity on this issue will contribute significantly to our ability to design a
robust and cost-effective system.

A specific recommendation would be to clarify whether the rate-of-change in pressure
contributes to mechanical failure or just degraded performance, whether that mechanism
is accumulative, and to what degree. It was noted that the portion of time where peak
rate-of-change is observed for the parallel-architecture is relatively small and that that
the 97th and 99th-percentile values for the rate-of-change are significantly lower than the
peak. This highlights the fact that taking the limit of 70 kPa/s as a hard limit may be
overly conservative. If a mechanism of failure or performance degradation is cumulative,
a probabilistic distribution for the rate-of-change may be a more appropriate feature to
consider in the design of these systems. If so, the system may tolerate a greater degree
of pressure variation and require significantly less accumulator volume than observed in
this study.

A trend in how accumulator volume is distributed in the system is illustrated by
the study. Although the data are not given for all Pareto optimal results, the designs

selected for comparison are representative of the trends between each architecture. Due
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to the direct control of flow at the RO feed inlet, very little accumulator volume, (i.e.,
1.12 percent) is placed at the RO feed inlet. In contrast, 28.3 percent of the volume
is place at the RO feed inlet with the passive resistive element and 94.7 percent with
the active resistive element. The active resistive element case is at the other extreme
from the series-type PTO. This may be driven by the cases where the rate-of-change
is negative, as in Figure at about 1700 s. In these cases, the resistive element is
unable to force an increase in flow. This is where the active resistive element is limited;
it is capable of retarding flow but not driving flow.

There may be room to further reduce the accumulator volume required by these
systems. This study has assumed an accumulator charge pressure of 4 MPa regardless
of the use case. The capacitance of an accumulator is greatly affected by charge pressure
with it being more advantageous to have the charge pressure close to the operating
pressure. Attention to this margin may yield a reduction in the required volume. This
is especially notable for the series-type architecture where the upstream pressure is
expected to be greater than the RO feed pressure. However, there likely needs to be a
significant margin to accommodate the high level of flow and pressure variation in these
systems. Another opportunity for reduced accumulator volumes is with higher working
pressure limits since the pressure relief valves drive the increased power losses at low
accumulator volumes.

A limitation of this study is that the design of this system was only examined for a
single sea condition. The sea condition that was selected was argued to be a reasonable
corner condition, but there is a motivation to extend that corner condition to higher
energy sea states. This would require greater accumulator volumes than found in this
study because of the higher peak power input to the system. Generally, the accumulator
volume requirement is dominated by relatively infrequent sea conditions. A trade-off
between production and component size requirements needs to be negotiated. This
adds further motivation for clarifying and justifying the constraint. If the constraint

were to be relaxed, this trade-off could be shifted toward higher production and lower
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accumulator volume requirements.

4.6 Conclusions

This study used numerical models to simulate the dynamics of a wave-powered RO sys-
tem with a variety of power take-off architectures. A constraint found within the RO
industry for the operation of an RO system is that the rate-of-change in feed pressure
should not exceed 70 kPa/s. However, it is not clear what the mechanism of failure is
that motivates the constraint. This study highlights the significance of this constraint
in the design of a wave-powered RO system and the influence the power take-off ar-
chitecture has on meeting this constraint. The results of this study showed that the
constraint on the rate-of-change in feed pressure requires an order of magnitude greater
high-pressure accumulator volume for the baseline system than if the constraint was not
enforced. Furthermore, improvements over the baseline architecture were demonstrated
for three proposed architects. The study found that the addition of a resistive-capacitive
network in the hydraulic circuit reduced the required high-pressure accumulator volume
by 48 percent when the resistive element was passive and 55 percent when the resistive
element was actively controlled through feed-forward control. The study also found
that a series-type architecture, where a hydraulic motor is placed in series with the RO
module, provides a reduction of about 75 percent in required accumulator volume while

also requiring a 29 percent smaller WEC-driven pump.

4.7 Data Availability

Custom software used in this study is available at: https://github.com/novaTehnika/

2023-DynPTOModelDesignStudies (accessed 17 February 2024).


https://github.com/novaTehnika/2023-DynPTOModelDesignStudies
https://github.com/novaTehnika/2023-DynPTOModelDesignStudies

Chapter 5

Pipeline Model Fidelity for Wave
Energy System Models

The content of this chapter was first presented in [93].

5.1 Introduction

Ocean wave-powered, reverse osmosis (RO) systems with hydraulic power take-offs
(PTOs), like conventional desalination plants, are likely to included long pipelines. How-
ever, prior published work has not considered the effects that pipelines may have on
the dynamics of wave energy PTOs. This chapter presents a study comparing pipeline
modeling techniques in the context of a generic, constant pressure hydraulic PTO, like
is shown in Figure , in normal operation. The study is conducted to (1) reveal the
significance of various attributes of long pipelines and (2) recommend pipeline modeling
techniques for use in system models that are built to estimate metrics like power loss

and variation in pressure under normal operation of the plant.

105
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5.1.1 Background

The wave energy conversion process is a characteristically variable process, whereas con-
ventional RO processes are characteristically steady. Some constraints on the dynamic
behavior of the PTO must be considered to avoid damage to RO system components
that are conventionally designed for steady operation. Membrane manufactures specify
a variety of constraints that would limit the dynamic fluctuation of an RO system such
as a limited range of operating pressure (e.g., 4-8 MPa) and a maximum rate-of-change
in pressure (70 kPa per second) [28, 23], 25]. Other constraints may develop as the design
of these system matures and failure mechanisms of RO components are better under-
stood, such as fatigue limits on the RO membrane which has yet to be characterized
[94].

Although prior modeling and design analyses given in the literature may be adequate
for initial estimates of performance, the model fidelity may be inadequate for performing
effective design without accounting for pipeline dynamics. In fact, no published work
on wave energy converters has considered the presence of long pipelines despite these
being a likely feature. This includes both wave-powered RO [13] 51] and electrical power
producing systems [52] that have a hydraulic PTO.

To illustrate the scale of pipelines and their excitations in wave-energy systems,
consider the electric power producing prototype plant built by Aquamarine Power, called
Oyster 1 [52]. This WEC was placed 500 meters offshore while its turbine and electric
generator were placed onshore. These two parts of the plant were connected by 500-
meter-long, high-pressure and low-pressure pipelines. Depending on the geography of
the seabed, the pipeline may be anywhere between 300 and 1500 meters long [51]. In
addition, the pulsations generated by the WEC-driven pumps would typically fall in
the range of three to ten seconds (half the peak wave period which is typically 6-20
s). For these conditions, the wavelengths of the pressure waves traveling in the working

fluid approach the same order of distance as the length of the pipeline (considering wave
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speeds 800-1500 m/s). At this scale, the pipeline dynamics may have important effects

on plant performance and on the pressure variation at the RO module. Therefore, it
is important to know what models for pressure and flow though pipelines are adequate

for effective system design.

5.1.2 Pipeline Classification, Modeling Techniques, and Guidelines

The spectrum of pipeline modeling techniques includes a variety of lumped parameter
and distributed parameter methods. Lumped parameter methods lump the resistive,
inertive, and capacitive effects of the pipeline into discrete elements arranged as shown
in Figurefor short, medium, and long lines (pipelines). Resistance is often described
by the Darcy-Weisbach equation while the inertia and capacitance effects are described
by the relevant ordinary differential equations (ODEs). Distributed parameter models
account for the wave delay explicitly and are either direct solutions or approximation
of to the partial differential equations (PDEs) for one-dimensional flow.

As suggested by Figure lumped parameter models are classified by the length of
pipe they can model. Short lines are adequately described by their flow resistance, while
the effects of medium lines are better characterized by the configuration of lumped ca-
pacitive, resistive, and inertive elements shown for the medium line model in Figure [5.1
This configuration of elements for the medium line model has been referred to as the
nominal 7 [95] and is referred to as a m-lumps here. Long lines are best described by
distributed parameter models with the continuously distributed nature of the resistance,
capacitance, and inertance accounting for the finite speed of pressure waves: however,
an approach to approximating the distributed nature of the pipeline is to model the
pipeline as a series of NV w-lumps as shown in Figure for the long line model [96].

Distributed parameter methods are diverse and a subject of study for many re-
searchers [97], including comparative studies that focus on efficiency and accuracy
[08,[99]. The most familiar methods to the wider engineering community might be the

numerical approaches of finite-difference and finite-volume methods. Some advanced
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Figure 5.1: Lumped parameter pipeline model configurations having resistive (R), ca-
pacitive (C), and inertive (I) properties: (Top) short line, (middle) medium line, and
(bottom) the long line, N 7-lump model

one-dimensional, finite-volume, Godunov-type schemes offer a high degree of efficiency,
accuracy, and flexibility [100], [I0T]. Other methods like modal approximation [98] and
the transmission line model [102), [I03] are efficient and have been subject to develop-
ments aimed at improving accuracy and robustness. However, these are restricted to
linear, constant parameter cases.

Methods using the Method of Characteristics (MOC) have been well regarded for
their accuracy, efficiency, and ease of implementation [97, [104]. These have also been

modified and used to capture a high degree of nonlinearity, including cavitation and
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column separation [105, 106]. Using the MOC, the system of PDEs describing one-

dimensional flow in a pipeline are reduced to a system of ODEs valid along positive and
negative characteristics. In many implementations, the system of ODEs is integrated
analytically along the characteristics to give an explicit system of equations for the next
time step of a simulation. The drawback of this method is that it is restricted to a fixed
time step solution. To couple the pipeline model based on the MOC to variable time
step solvers or to model pipe networks that include pipelines of variable length, require
methods like interpolation.

The most common implementation of the MOC-based pipeline models assumes a
fixed speed of sound and neglects the effect of the fluid velocity on the wave speed. The
MOC method can also be augmented with the discrete gas cavity model (DGCM) to
account for the effects of entrained air on the speed of sound in the fluid and can be
used to capture cavitation in the pipeline [105] [106].

There are several guidelines provided in literature to guide the selection of pipeline
models (i.e., lumped versus distributed parameter). Wylie and Streeter [106] recom-
mend distributed parameter models for all transient problems but conceded that when
computational cost is a concern, lumped parameter models (short and medium lines)
may be adequate for pipelines whose lengths are less than 4 percent of the wavelengths
of the pipeline excitations. That is where the wavelength (L,,) is determined from speed

of sound in the fluid (a) and the frequency of the excitation (f.) such that

Ly=— (5.1)

For the analysis of electrical power lines, which are analogous to fluid filled pipelines,
Grainger and Stevenson [95] also recommend a classification based on line lengths such
that short line models are used for lines shorter than 0.016L,, and medium line mod-
els are used for longer lines, up to 0.046L,,; otherwise the lumped, long line model

or distributed parameter models should be used. Finally, Watton [96] recommends an
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order-of-magnitude comparison of time constants within the problem under considera-
tion.

The context of recommendations for modeling practice should be considered. Early
work on pipeline transients, on which [106] is largely based, is focused on analysis of
waterhammer events arising from transient inducing events like sudden valve closures
and pump start-up, possibly in piping networks. The analysis in [95] is focused on
electrical power systems that operated nominally under highly regular alternating cur-
rent, may be disturbed by similarly strong transients, and must meet the constraints
on power quality placed on electrical-grid infrastructure. Watton [96] is concerned with
conventional fluid power problems, much of which is oriented towards feedback control
of the system [98] (for which modal analysis is the favored approach). The strength of
transients in each case are different and analysis is oriented toward different concerns
and design methods.

The context of wave energy is different in several ways from those in which the guide-
lines above originate, suggesting that different guidelines might be more appropriate.
Yet, these differences are in contradiction with each other and it is not clear how these
guidelines should be treated for wave energy systems. (1) Waves forcing the system are
best characterized by a continuous distribution of frequency components spanning about
two orders of magnitude (e.g., Equation rather than simple sinusoidal signals or
by step and ramp inputs. This wide range in excitation frequency suggests that the
peak frequency of the waves might not suffice for evaluating the length of the pipeline.
(2) The degree to which power smoothing is necessary for these systems would result
in weaker transients compared to transients like those excited by sudden valve closure.
Design metrics might be captured well enough by lower fidelity models where transients
are relatively weak, even if the exciting frequency is near the natural frequency of the
pipeline. (3) Finally, the fragility of a conventional RO membrane elements and the
extreme constraints which manufactures place on their use suggests that even weak

transients may be important, and that higher model accuracy is needed.
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With these contradicting observations, it is not clear whether the modeling guidelines
found in the literature are applicable to the analysis of hydraulic PTO designs considered
for wave energy applications. Therefore, this work compares results of the relevant
modeling techniques in the context of a simple, but representative, hydraulic PTO
circuit. Several metrics are considered that have the potential to highlight the effects
of pressure variation and wave delay. The following section, Section describes the
methods used in this study and is followed by the formulation of the mathematical
models considered and their implementation in Section [5.3] The results of the study are
presented in Section A discussion of the results is given in Section Conclusions

from the study are given in Section [5.6

5.2 Methods

This study considers the performance of five different pipeline models in the context
of a hydraulic PTO for wave-energy conversion. Several design cases are considered in
which important system parameters are varied, such as accumulator capacitance and
pipeline length. This section describes the system in Sub-section the design cases
in Sub-section and the pipeline models in Sub-section Sub-section
specifies the variables considered to be appropriate metrics for hydraulic PTOs in wave

energy systems and by which the performance of the pipeline models are compared.

5.2.1 The System

The PTO system considered has the WEC driving a pump offshore and the load on the
system (e.g., a RO module) located onshore. The PTO’s hydraulic circuit is shown in
Figure This circuit includes (1) a WEC-driven, (2) low and high-pressure pipelines,
(3) a load resistance, (4) a low-pressure accumulator (LHA) at inlet of the pump, (5)
a high-pressure accumulator (HPA) at the outlet of the pump, and (6) a HPA at the

high-pressure node of the load resistance. The low-pressure node of the load resistance
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has a fixed pressure that replicates the case that a kinetic charge pump is acting to

maintain a fixed, elevated pressure in the low-pressure branch of the circuit.

Off-shore Chin Chyout
HPA ™~ Phin Phout Onshore
— HPA
WEC-driven @ L | @
pump —p I —

qh,in CIh,out
\ ¢qp i \ * qr
High-pressure

A ipeline
% ( > pip RL) (
Cl,oul \

pl,out pl,in Load

¢ 9 |

N

Aiout \ qi,in

Offshore Low-pressure
LPA pipeline

Figure 5.2: Schematic of the PTO hydraulic circuit with modeling variables

5.2.2 Design Cases

The system parameters values, specified by design case, are given in Table The

design cases are described as follows:

e A through D — Four cases with increasing capacitance (as if increasing accumu-
lator volume) with the HPAs offshore and onshore having equal capacitance and
pipelines having a length about 25 percent of the peak input wavelength (i.e., 1000

meters).

e E and F — Two cases identical to case B but with the total HPA capacitance

unevenly distributed between offshore and onshore.
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e G though I — Three cases identical to cases B, E, and F, respectively, but with

shorter pipelines which have a length about 2 percent of the peak input wavelength

(i.e., 100 meters).
e J — One case identical to case B where the entrained air content is increased.

e K — One case where the length of the pipeline is approximately half the length of
the peak input wavelength (i.e., 2200 meters), in which case the line frequency is

equal to the peak input frequency.

For all design cases, the peak wave period is 6 s, the load resistance and pump flow
parameter X, are set to give a nominal pressure in the high-pressure branch of 6 MPa
with a 100-kW average load power. (Details about X, are given in Section . The
fixed pressure at the low-pressure side of the load is varied based on the capacitance
of the LPA so that the pressure at the inlet of the pump does not fall below 0.5 MPa.
Finally, as a reference, the capacitance values given in Table are translated to equiv-
alent initial charge volumes for isothermally expanding, ideal gas under the conditions

specified in the table.

5.2.3 Pipeline Models
The five pipeline models tested are:
1. Short line model — only the flow resistance of the pipeline is modeled.

2. Medium line model — a single nominal 7-lump is used to model the flow resistance,

capacitance, and inertia of the fluid in the pipeline.

3. N 7-lump model — a network of N nominal w-lumps are used to approximate the
distributed nature of the flow resistance, capacitance, and inertia of the fluid in
the pipeline. The value NV is chosen to give segment lengths as close to but less

than 4 percent of the peak input wave length.



Table 5.1: Design case parameters
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A

B

C

D

E_|

F|

G

H

|

Working Fluid: Water

Density (kg/m3)

1023

Viscosity (Pa.s)

9.4x10™

Bulk modulus
(GPa)

22

Air volume fraction
at 101.3 kPa

0.0001

0.001

1x10”

Pump Flow

Xg (m’)

0.103

Peak wave period,

Load

Resistance
(Pa.s/m3)

2.83x10°

Tank Pressure
(MPa)

1.8

1.35

1.1

0.95

1.35

Low-pressure high-pressure pipelines

Length (m)

1000

100

1000

[ 2200

Diameter (m)

0.15

0.1

0.15

Offshore low-pressure accumulator

Capacitance
(mm3/Pa)

100

200

400

800

200

Charge volume
equivalent at 0.5
MPa with charge
pressure at 0.15
MPa (L)

167

333

667

1333

333

Offshore high-pressure accumulato

Capacitance
(mm3/ Pa)

50

100

200

400

190

100

10

190

100

Charge volume
equivalent at 6 MPa
with 4 MPa charge
pressure (L)

450

900

1800

3600

90

1710

900

90

1710

900

Onshore high-pressure accumulator

Capacitance
(mm3/Pa)

50

100

200

400

190

100

190

10

100

Charge volume
equivalent at 6 MPa
with 4 MPa charge
pressure (L)

450

900

1800

3600

1710

90

900

1710

90

900




115
4. Method of Characteristics with constant properties and fixed grid (fMOC) — the

Method of Characteristics is used to obtain an explicit solution to the pressure

and flow in a fixed, staggered grid.

5. Discrete gas cavity model using the Method of Characteristics (DGCM) — the
fMOC is augmented with discrete gas volumes at nodes in a fixed staggered grid

to capture the effects of entrained air in the working fluid.

5.2.4 Metrics

The metrics that are compared between pipeline models are:

The average power loss in each pipeline

The standard deviation of the pressure in each accumulator

The peak rate-of-change in pressure in the onshore HPA. The 99.7-percentile value

will be used due to the stochastic nature of the problem

e The mean and standard deviation of the pressure differential across the WEC-

driven pump

These choices give an account of the variables that a system designer would be con-
cerned about in the analysis of a hydraulic WEC PTO. The rate-of-change in pressure
is specific to the design of wave-powered RO systems where manufactures have placed
constraints on the rate-of-change in pressure in the RO module. The mean pressure
in the accumulators is ignored because the differences are insignificant. However, wave
delay effects could affect the mean pressure differential across the WEC-driven pump,

and therefore it is reported to test this notion.
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5.3 Modeling

The following mathematical models were used to simulate the plant shown in Figure
The nomenclature follows from that schematic. Sub-section [5.3.1] reports the simple
elements of the system. Sub-section [5.3.2] presents the development of a pump flow
model that reflects the WEC motion in irregular waves. Sub-section presents the

pipeline models. Implementation of the model is specified in Sub-section

5.3.1 System Model

The pressure nodes are governed by the capacitance of the accumulators as described
in Equation {.1] Capcitance is assumed constant. The flow rate through the load is

governed by the resistance such that

RLQZoad = Ph,out — Plin (52)
where the subscripts ”in” and ”out” refer to the inflow and outflow.

5.3.2 Pump Flow

To replicate the flow from a WEC-driven pump, the pump flow is constructed from an
inverse Fourier transformation of a spectral density function (PSD) developed here and
based on Equation [2.21] This transformation is used to generate a predetermined pump
flow as a function of time. This method neglects the effects of the system pressures
variation on the WEC load; however, the purpose of this simplified approach, rather
than simulating a WEC in the time domain, is to keep the inputs to the PTO the same
between models.

To simplify generation and scaling of an input to the PTO model, the concept of
a response amplitude operator (RAO) is used. The RAO, given as R (w), is a transfer

function relating the amplitude of motion of a wave excited body to the amplitude of
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the wave elevation, where w is the wave frequency. This is defined by
Sk (W) = R (w)? Sy (w) (5.3)

where S,, is the wave elevation PSD and S, is the PSD for the WEC position.

A pump flow can be found as follows. With the motion of the WEC coupled the
pump, the velocity of the pump is found from the derivative of the WEC position such
that

0 (W) = jw® (w) = jwS () (5.4)

Considering that the pump flow is proportional to the pump velocity,

Qp (w) = DO (w) (5.5)

where D is the pump displacement. Then, defining a wave elevation PSD normalized

to the significant wave height,

& Sw (w)
S(w) = 2 (5.6)
and defining a pump flow magnitude parameter,
X, (w) = DR (w) HyV?2 (5.7)

provides the following expression for pump flow in the time domain, where the PSD for

the pump flow is transformed to the time domain using a summation of sinusoids.

n

> (Xq (W) /w28 (w;) Aw> sin (wit + ;)

=1

gs (t) = (5'8)

The phase of each frequency component, 1;, is random and distributed uniformly be-
tween —m and 7. The bin sizing of the PSD for each frequency component is Aw and

is constant. While R (w) represents the dynamic response of the WEC, and therefore,
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X4 (w) would generally be a function of wave frequency, only constant values for X, are
considered in this work. Therefore, the frequency content of the input to the PTO is
only a function of the wave elevation PDF while a realistic WEC response may be more

narrowly distributed.

5.3.3 Lumped Parameter Pipeline Models

The lumped parameter models are composed of lumped resistive, capacitive, and inertive
elements. Using the Darcy-Weisbach equation, the pressure differential of the resistance

elements is

Pin — Pout = Rq (59)
where R is the resistance parameter and is given by

2l
R= fRe# (5.10)

where p is the dynamic viscosity of the fluid, d is the internal diameter of the pipeline,
L is the length of the pipeline, and the f is the friction factor. The friction factor is
a function of the Reynolds number, Re, and is modeled for laminar and turbulent flow
using the Blasius correlation for the turbulent regime and a linear interpolation in the
transitional flow regime. This gives

64 _
e if Re <= Re;

F =19 f(Rey) + 1B MR (Re  Rey) if Rei < Re < Res (5.11)

0.316Re™7 if Re >= Rey

where the parameters Re; and Res are bounds for the linearly interpolated transitional
range for the Reynolds number. These are taken as 2300 and 4500, respectively.

The lumped fluid volumes are modeled as isothermally compressed mixtures of the
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working fluid and entrained air. The gas is modeled as an ideal gas. The expression for
capacitance given in Equation [£.2] with the effective bulk modulus given by Equation 4.3

For inertial elements,

I— = (pin _pout) (512)

where [ is the inertance of the lumped fluid given by

L
oL

= (5.13)

Here, p is the density of the fluid, L is the length of the pipeline, and A is the cross-

sectional flow area of the pipeline.

5.3.4 Distributed Parameter Pipeline Models

The distributed parameter models are found using the Method of Characteristics with
the assumption of a fixed wave speed and a negligible effect of the fluid velocity on the
wave speed. The formulations that follow are mathematical identical to the formulations
given in [106] except for the use of pressure instead of head, which is a more convenient
formulation for fluid power systems.
The computational grid spacing, illustrated in Figure |[5.3]is governed by
% =a (5.14)

where Ax is the step size in space and At is the step size in time. Assuming thick walled

_ | Pess
a= ) (5.15)

where the effective bulk modulus is given by Equation

pipe the wave speed is given by

The compatibility equations resulting from the Method of Characteristics for the

fMOC model give an explicit system of equations used to solve for the pressure and flow
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X1=x-Ax e X =x1+Ax

Figure 5.3: Computational grid illustration for the fMOC model

at the i-th node in space and j-th node in time based on the prior time step, 7 — 1.

These are
C*t:p" = Cp — Bpg™’ (5.16)
C~ :p" = Cy + Bug™’ (5.17)
where
Cp=p~1i 1ty a—ffqifl’jfl (5.18)
_ap AT i
Bp = +p5 sl \ (5.19)
. . a . -
Cy = pitii—t — quwl,a 1 (5.20)
ap JAT iy
By = — T 21

The DGCM follows a similar form and implementation but includes the gas volume

at each node, Vg, in the continuity equation and involves a flow rate upstream, g, and
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downstream, ¢4, from the node rather than a single flow rate through each node. This

is demonstrated as part of the DGCM computational grid illustrated in Figure [5.4
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Figure 5.4: Computational grid illustration for the DGCM model

The continuity equation is integrated numerically with a weighting factor, 1, such

that 0.5 < ¢ <= 1. This gives

Vil = Vi o (qf =)+ (1= 0) (77 — a7 | 2 (5.22)
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The gas volume at the pressure node is related to the pressure such that

aopoV - Ch

| G A — = —
P — Py P — py

g

(5.23)

where p, is the vapor pressure of the working fluid, C; = a,p,V, and V is the volume
of one reach of the pipeline. This assumes isothermal compression.
The compatibility equations resulting from the Method of Characteristics for the
DGCM are
C*:p" = Cp — Bpg®’ (5.24)

C™:ph =Cy + BMinl’j (5.25)

where Equations. [5.18] [5.19} [5.20, and [5.21] become

Cp = pi—l,j—l + %qé—l,j—l (5.26)
ap JAT 95
Bp=— 7 2
Cyr = pitii—t — ‘%’qﬁl,jfl (5.28)
_ap  fAT
Bu =22 4 p2 ol (5.29)

The solution is completed through manipulation of Equation giving the solu-

tions for pressure

P —py =B (14+/1+ Bp) (5.30)

if B; <0 and

P —pe =B (1- /1% By) (5.31)

if B; > 0, where
Bp=—= (5.32)
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By = —By (BpCht + ByCp + BaByBpB,) + % (5.33)
ByC1 By Bp
= D2DOMOP 34
Cy ey (5.34)
Bom— (5.35)
>~ 2(Bp + By) ‘
_ YV (2 i
Bu= (g + -0 (672 - ?) (5.36)

Inaccuracy from the numerical evaluation of the square root can be problematic when

|Bp| << 1. However, problems can be avoided with linearization of Equations. m

and such that

o Cy
" —p, =—2B] — — .
b DPov 1 2B, (5 37)

if B; <0 and
P — py = fracCy2B; (5.38)

if By > 0. Wylie recommends this linearization be used when |Bg| < 0.001 [106].

5.3.5 Model Implementation

The system is simulated using a variable time step, variable order, Runga-Kutta numer-
ical solver intended for stiff systems. The solver used is built into MATLAB (i.e., the
function ”odel5s”). The relative and absolute error tolerances that parameterize the
solver are chosen based on a convergence study presented in Appendix [A] Section
using the medium line model.

The fMOC and DGCM models are solved on a fixed time step; therefore, the maxi-
mum step size for the variable time step solver was set to the smallest fixed time step
used for the MOC solutions. Between the fixed time steps, the last solution from the
pipeline model is used rather than extrapolations of the data from prior time steps. The

number of segments used for these models is based on convergence studies presented in

Appendix [A] Section
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Table 5.2: Simulation parameters by design case

Design case
[afsfclple]rfcfuli]s]x

Simulation
Time span | 1200

Solver error tolerance, odel5s()

Relative
Absolute

Pump flow, inverse fourier transformation

1.00E-06

Wave frequency range (rad/s) [0.1, 10]

Frequency bin size (rad/s) 0.005

Random number generator seed

(MATLAB function rg()) 2

Pipeline segments
N 7-lumps 6 3 6 | 13

fMOC

DGCM

50 10 ] 50 | 10 | 50 | 100

The number of pipeline segments in the N 7-lump model were chosen to give pipeline
segment lengths that are just less than 4 percent as long as the wavelength having twice
the frequency of the peak wave frequency.

The simulation parameters are given in Table and are case dependent, in general.

5.4 Results

In this section, the results of each model are compared against the results of the DGCM.
This model is assumed to be the more accurate model in the set as it offers the high-
est fidelity and is documented to give accurate results. Where error is reported, it is
calculated as

result — DCGMresult

FE =1 .
rror 00% DCC Mresult (5.39)

To demonstrate the behavior of these systems, the flow and pressure results for case B

are plotted in Figure [5.5| and Figure respectively. These results are obtained using
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the DGCM pipeline model. Data are shown for a 100 second portion of the total 1200
second simulation. The flow rates shown in Figure [5.5| include the flow rate for the

WEC-driven pump, the load, and at the inlet and outlet of each pipe.

System Flow Rates

wﬁ

-20
350 360 370 380 390 400 410 420 430 440 450
time (s)

100

flow rate (L/s)

Figure 5.5: Results for flow rate within the system using the DGCM for design case B

The flow rates shown in Figure [5.5|show a considerable reduction in the variation of
flow rate from between the pump and the load. However, the flow through the pipelines
are still highly variable, with the flow through the low-pressure pipeline even reversing
direction at around 360 s. At these flow rates, the Reynolds number is on the order of
100,000 and in the turbulent regime; combined with nonlinear resistance in the turbulent
regime, this fluctuation would lead to an increase in the power loss in the pipeline. It
is also interesting to point out that major variations in flow rate occur at very long
time scales, about 10-20 s for the high-pressure pipeline and about 40 second for the
low-pressure pipeline. The frequencies are about two orders of magnitude lower than
the pipeline frequency and may be resonant frequencies of the system.

The pressures shown in Figure [5.6] are also highly variable, spanning a range of 3

MPa within the 100 s period, and show evidence of the inertive effects of the pipeline.
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Pressure at Pipeline Boundaries

pressure (MPa)
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Figure 5.6: Results for pressure at the pipeline boundaries using the DGCM for design
case B: (Top) high-pressure pipeline and (bottom) low-pressure pipeline

The inertive effects are especially apparent in the low-pressure pipeline where the outlet
pressure rises above the inlet pressure.

Results are also given for the distribution of pressure in Figure over a period
of two seconds. These results are for case K, where it is possible for a resonant con-
dition to arise. These data show an instance where the pressure variation within the
pipeline is greater than the pressure variation at the boundaries. This behavior may
have significant implications for the fatigue life of the pipeline.

The N 7m-lump model gives results for pressure and flow within the pipe as well.
Figure 5.8 compares these to the DGCM at three points in time during the same period
for case K. There is some error, but the results match reasonably well as both models

are capturing the same pressure waves in the pipeline.
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Pressure Distibution in the High-Pressure Pipeline
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Figure 5.7: Results for the pressure distribution along the high-pressure pipeline using
the DGCM for design case K. Data are plotted over two seconds in intervals of 0.05 s

beginning at 400 s.

Pressure Distibution in the High-Pressure Pipeline
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Figure 5.8: Comparison of DGCM and N 7-lump model results for pressure distribution
along the high-pressure pipeline. Results are for design case K.
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Moving on to the design metrics, Figure [5.9 and Figure [5.10] give model results for

the mean power loss in the low and high-pressure pipelines, respectively. Note that the
sets of cases E, F and J and G, H, and I have identical parameters for the low-pressure
pipeline, and therefore, only cases E and G are displayed from these sets in Figure [5.9]
The error in results from the short line model are significant with up to a 22 percent
under-prediction for the power loss in the low-pressure pipeline and 74 percent under-
prediction for the high-pressure pipeline. All other models give good agreement with
the DGCM. There is an exception with the high-pressure pipeline losses in design case
E, where the capacitance at the pump outlet is lowest of all cases. In this case, the
medium line model results over-predict the losses by 13 percent. The N m-lump model
also gives higher error in design case E than in other cases but this is only about 1.9
percent error.

The standard deviations in pressure at the three accumulators are given in Fig-

ure Figure [5.12] and Figure [5.13] Again, parameters for the low-pressure branch

Low-Pressure Pipeline Power Loss

5.00
4.50
4.00
3.50
3.00

2.50
2.00
1.50
1.00
0.50
0.00
A B C D E F G H I J K

design case

power (kW)

B Short line © Medium line ®N 1i-lumps ®fMOC ®DGCM

Figure 5.9: Model results for mean power loss in the low-pressure pipeline by design
case
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High-Pressure Pipeline Power Loss
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Figure 5.10: Model results for mean power loss in the high-pressure pipeline by design
case

of the circuit are repeated; repeated cases are left out of Figure As with the power
loss results, the performance of the short line model is poor in predicting the variation
in pressure in the offshore LPA compared to all other models, with it under-predicting
the variation by up to 77 percent compared the DGCM. The medium line model over-
predicts the variation but only with it being up to 2.4 percent in error while the rest of
the models are in good agreement with the DGCM with less than 1 percent error.
The results for the standard deviation in the pressure in the HPAs is remarkably
different than for the LPA. In many cases, the medium line and N 7-lump model per-
form worse than the short line model in predicting the variation in pressure. Notable
exceptions are design cases E and H where the variation in the offshore HPA is under-
predicted by the short line model by 65 percent and 61 percent, respectively. However,
even in design case E, the medium line model and N 7-lump models give poorer results,
over-predicting the variation by 29 and 4.4 percent error, respectively. The agreement

of the models on the variation in pressure in the onshore HPA is relatively better than
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Standard Deviation in Pressure at the Offshore Low-Pressure Accumulator
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Figure 5.11: Model results for standard deviation in pressure in the offshore LPA
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Figure 5.12: Model results for standard deviation in pressure in the offshore HPA
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Standard Deviation in Pressure at the Onshore High-Pressure Accumulator
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Figure 5.13: Model results for standard deviation in pressure in the onshore HPA

for the onshore HPA with a magnitude of error less than 3 percent from the short line
model, less than 6 percent from the medium line model, and less that 1 percent er-
ror from the N m-lump model. The medium line model constantly over-predicts the
variation across design cases and is clearly the worst performer overall.

Figure compares the results for the peak rate of pressure change at the onshore
HPA. The short line gives poor agreement with the DGCM while the other models give
more favorable results. The medium line model results are typically in the range of 1 to
4 percent error. The N 7-lump model gives less than 1 percent error in all cases except
case B with 1.5 percent error and case F with -7 percent error.

Finally, Figure[5.15]and Figure[5.16] give results for the mean and standard deviation
in the pressure differential across the WEC-driven pump, respectively. The agreement
between models is very good in all cases with less than 0.2 percent error from the
short line model and less than 0.05 percent error for all other models. The error for
the variation in the pressure differential is relatively higher, as expected from previous

results for pressure variation. Although, despite the very high error in the variation
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Rate of Change in Pressure at the Onshore High-Pressure Accumulator: 99.7-
percentile
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Figure 5.14: Model results for peak rate of change in pressure in the onshore HPA
(99.7-percentile)

in the offshore LPA pressure shown in Figure the magnitude of the error for all
models, in all cases is less than 8 percent. The medium line model over-predicts the
variation by up to 5.1 percent while the magnitude of the N 7-lump model error is below

1 percent for all cases.

5.5 Discussion

The results of this study suggest that the short line model is not sufficient for design
analysis. The model gives results that are up to 77 percent in error and the magnitude
of error is consistently an order of magnitude higher than the other lumped parameter
models. In addition, metrics are consistently under-predicted, meaning the model would
not be a conservative choice for design analysis.

The medium line model gives reasonably good agreement with the DGCM results
with errors typically less that 5 percent in magnitude. However, it is susceptible to

giving higher error in cases where the capacitance at the WEC-driven pump is low
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Pressure Differential Across the WEC-Driven Pump
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Figure 5.15: Model results for mean pressure differential across the WEC-driven pump

(e.g., design cases E and H). The N 7-lump model is less susceptible in these cases

Standard Deviation in Pressure Differential Across the WEC-Driven Pump
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Figure 5.16: Model results for standard deviation in pressure differential across the
WEC-driven pump
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and gives about 5 percent error in pressure variation. For this study, the number of
segments were selected to give segment lengths less than or equal to 4 percent of the
dominate wavelength. More segments would likely improve its performance; however,
the 4-percent rule-of-thumb appears to be sufficient for most cases.

The results from the fMOC and DGCM are in very good agreement in all cases,
suggesting that the pressure dependency of the bulk modulus for fluids having entrained
air is not significant at the pressures considered for these simulations. The sensitivity
of the bulk modulus to pressure when entrained air is present increases significantly at
lower pressures but it is not reasonable to expect that these systems are intentionally
designed to operate at such low pressures. Therefore, the fMOC is expected to be
adequate for analyses of stronger transients that require high accuracy. If very low
pressures and/or cavitation are expected, then one should consider the DGCM.

It was noted that pressure variation within the pipeline seems to exceed the pressure
variation at the boundaries. This is significant since fatigue analysis using pressure
variations at the boundaries may over-predict the fatigue life of the pipeline. The N
m-lump, fMOC, and DGCM could be used to give more accurate accounts of stress
fluctuation within the pipeline. N m-lump was found to be in reasonable agreement
with the DGCM for the pressure distribution within the pipeline and might be sufficient
for this purpose; although it would be prudent to compare fatigue calculation between
models to validate this claim. It would also be prudent to perform studies on convergence
of fatigue metrics as a function of the number of pipeline segments.

The adequacy of the N 7-lump model for predicting the given design metrics is sig-
nificant for wave energy developers because available software tools (e.g., MATLAB’s
Simscape Fluids) may only implement lumped parameter pipeline models. With the de-
velopment of WEC-Sim by the National Renewable Energy Lab [55] being carried out in
MATLAB and Simulink, system modelers and designers could readily use the Simscape
Fluid’s implementation of the N 7-lump model (called the ”Segmented Pipeline” block

in that software). In contrast, implementation of a distributed parameter model within
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the WEC-Sim framework would require significant software development.

The study performed does not consider all possible architectures for wave energy
systems. For those that differ from the system considered in this work, designers are
advised to consider distributed parameter models, especially for architectures that in-
clude strong disturbances to the pipeline at higher frequencies than typical ocean wave
frequencies such as rapid switching of valves in a switch-mode circuit, as with the system
considered in [64]. Further work considering systems with these types of disturbances

may clarify the limits of pipeline models.

5.6 Conclusion

Several pipeline models were compared in the context of a generic wave-energy PTO
with realistic wave inputs. The models were compared for several design cases that
explored variations in parameters such as accumulator capacitance, pipeline length,
and entrained air volume fraction. Variables that would be important to the system
designer were compared, such as power loss, variation in pressure, and the rate-of-
change in pressure at the load (a variable specifically important to the application
of wave-powered RO desalination). The results of this study suggest that for system
designers interested in these metrics, the pipeline modeling guidelines found in literature
can be slightly relaxed; that is, multi-segment lumped parameter models may replace
distributed parameter models.

It is necessary to model the inertia of the pipeline, even for the relatively short 100-
meter pipelines; otherwise, power losses and pressure variation may be under-predicted.
The medium line model was still susceptible to error in design cases with low capacitance
at either end of the pipeline. In these cases, one can use multiple nominal 7-lumps. A
reasonable rule-of-thumb is to maintain a pipeline segment length that is less than

or equal to four percent of the wavelength at a frequency twiceﬂ the the peak wave

!Twice the the peak wave frequency due to rectification in the pump.
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frequency .



Chapter 6

Conclusion

6.1 Review

In review, this thesis has presented three design studies and a study on modeling prac-
tices for the application of wave-powered reverse osmosis. The design studies compared
hydraulic PTO architectures using three different multi-objective optimization prob-
lems. The modeling study compared methods for modeling long pipelines in design
problems involving dynamics of the system.

In Chapter [2| several novel PTO architectures for wave-powered RO were introduced
and compared in terms of their design performance and in the context of a realistic distri-
bution of sea conditions. Design performance was judged based on the three objectives
of having a power dense WEC-driven pump, small RO membrane module, and high per-
meate production. This comparative design study relied on a mixed modeling method
where the WEC was modeled as a dynamic system and then characterized by a relation-
ship between a constant PTO load and the power captured from the wave environment,
and the PTO was modeled as having constant pressure and flow rate throughout the

hydraulic circuit. This study found:

137
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e Series-type PTO architectures offer a 30-74 percent reduction in the displace-

ment of the WEC-driven pump over parallel-type architectures, while maintaining

equivalent yearly production.

e Including a switch-mode power transformer in the series-type architecture im-

proved the reduction in pump displacement to 70-92 percent.

e Varying the active RO membrane area as a function of sea conditions improved
system design performance with either a 25-32 percent reduction in pump dis-
placement, 7-41 percent reduction in installed RO membrane area, or 14-21 per-
cent increase yearly production, while maintaining the other two objective at

equivalent values.

e Varying the displacement of the WEC-driven pump as a function of sea conditions

did not provide a significant improvement to the system performance.

In Chapter |3} the effect of a varying PTO load was examined for wave energy
systems more generally. In this study, model predictive control was used as a machine
learning method to provide constrained, optimal load control, enabling the maximum
possible performance of the WEC to be characterized as a function of the practical limits
of a PTO. This optimal performance was compared to a constant force load control,
"Coulomb damping’ as a baseline. This study found that moment-to-moment variation
of the PTO load could improve the average yearly power capture by up to 29 percent
depending on values of constraints on the PTO load. A PTO load that was variable
to 75 percent of the maximum load or that takes more than several seconds to ramp
between the minimum and maximum value provides little to no improvement.

In Chapter [4 the consequences of a constraint on the rate-of-change in RO feed
pressure, that is recommended by guidebooks on the design of reverse osmosis systems,
was examined along with the effect that the PTO architecture has on the design per-

formance when this constraint is applied. In this work, a two-way coupled, dynamic
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model of the WEC/PTO system was used to simulate the pressure variations and power

losses. The study found that:

e Applying the constraint in the design of the PTO results in requirement for an

order of magnitude greater high-pressure accumulator volume.

e The addition of a resistive-capacitive network to the baseline, parallel-type PTO
architecture, forming a second-order low-pass pressure filter in the circuit, reduced

the required high-pressure accumulator volume by 48-55 percent.

e The series-type architecture required 75 percent less than the baseline, parallel-

type architecture.

In Chapter b, a comparative study on pipeline modeling techniques were performed
in the context of a wave energy system. Several lumped parameter and distributed
parameter models were compared in terms of their prediction of important variables,
like power losses and variation in pressure. The results of each model were compared
against the discrete Gas Cavity Model (DGCM) based on the method of characteristic.
This study found that:

e A short line model, which only captures resistive effects, had poor performance

and is not sufficient for wave energy systems.

e A medium line model perform well with error typically less than 5 percent but

performed poorly when the capacitance at the WEC-driven pump is low.

e A long line model, the N 7-lump model, maintained less than 5 percent error in

all cases.

e The distributed parameter model based on the method of characteristic with a

fixed wave speed, fMOC, had good agreement with the DGCM.
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6.2 Conclusions

Together, this work provides valuable insight into the design of PTOs for wave-powered
RO. The three design studies presented in Chapters and [] demonstrate the signif-

icant effect that the PTO architecture design has on the performance of the system.

e Chapter [2 revealed that (1) varying the active RO membrane area as a function
of sea condition has the effect of improving system performance by 7-41 percent,
whether in terms of decreasing the size of components or improving the yearly
average permeate production and (2) the series-type architectures provide a sig-
nificant advantage in terms of the size of the WEC-driven pump with up to an

order of magnitude reduction in pump displacement.

e The assumption of a constant PTO load in the modeling methods of Chapter
let to the conclusion that varying the volumetric displacement of the WEC-driven
pump as a function of sea conditions provided no benefit to the system perfor-
mance. However, the work of Chapter [3| revealed that a variable displacement
pump does provide a significant benefit to the system performance when it is var-
ied on a moment-to-moment basis, based on the variation in the incoming wave
heights. Chapter [3| also provided insight into how the WEC-driven pump should
be designed if it featured a variable displacement. The displacement should be
able to vary down to 25-50 percent of full displacement, and it should be able to

do so within a period of no more than a few seconds.

e Chapter {4 focused on the high-pressure accumulator volume required to meet a
constraint on the rate-of-change in pressure at the RO feed inlet and found that
applying the constraint in the design of the PTO results in an order of magnitude
greater high-pressure accumulator volume but, also, that the volume requirement
could be reduced by 48-75 percent with changes to the PTO architecture. The

greatest advantage was with the series-type PTO which has direct control over the
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pressure at the RO inlet and for which the accumulator volume requirement is a

matter of power losses due to activation of pressure relief valves at the WEC-driven

pump.

The ideal PTO architecture suggested by this work is a series-type PTO with a variable
displacement pump and an RO membrane module that can vary the number of active
RO elements. The series-type architecture consistently outperformed the parallel-type
architecture in these design studies. The ability to vary the PTO load quickly and over a
large range could be provided by a variable displacement, WEC-driven pump. Varying
the active RO membrane area offers an additional degree of freedom in optimizing
system performance as sea conditions change.

The modeling study presented in Chapter [5| provides insight for modeling practices
when long pipelines are incorporated into the system. The study found that the N pi-
lump model, which is simple lumped parameter model modeling a pipe as multiple pipe
segments, is adequate for wave energy system models where metrics like power loss and
pressure variation are of interest. The results of the study also support a rule-of-thumb
for selecting the number of pipeline segments to be used: that is, the length of each
pipe segment used to represent the pipeline should be no longer than 4 percent of the
wavelength (in the working fluid) of the peak period for the sea condition. This modeling
recommendation is significant because modeling software like Matlab’s Simulink, where
the WEC-Sim model has been developed, include this model (e.g., the ”Segmented
Pipeline” in Simulink’s Simscape Fluids package) whereas the distributed parameters

models require significant software development to be integrated with WEC-Sim.

6.3 Recommendations for Future Work

Recommendations for future work include addressing technology gaps, further explo-
ration of PTO design problems, and further understanding of the limitations of reverse

osmosis membrane modules.
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Chapters 2] and [] show significant advantages in using the series-type PTO architec-

ture, with or without the switch-mode power transformer. These architectures operate
at higher pressure than conventional RO systems and therefore availability of seawater
compatible components rated at these pressure is low. Custom design would be needed
to implement these architectures. This is especially true for the high-speed valves used
in the switch-mode power transformer. This recommends future work to understand
the design of seawater compatible hydraulic machines.

Chapters [2| also shows an advantage in implementing an RO membrane module that
can vary the quantity of active membrane area. This could be accomplished by isolating
pressure vessels that contain the membrane elements so they can be taken out of and
put into service individually. Two issues related to the performance advantage are that
(1) there is a costs of switching pressure vessels on and off since the the pressure must be
ramped up and down slowly and the membrane elements must be flush to remove any
saltwater solution and (2) the active membrane area is limited to discrete values rather
than being continuously variable. A recommendation for future work is to examine the

effect of these issues to performance. Specific questions to address are:
e What is the energy cost of switching RO pressure vessels on an off?

e How frequently would this switching need to occur based on changes in the sea

conditions?

e What is the optimal RO module configuration for addressing the limitation to

discrete quantities of membrane area?

The integration of the RO module into the PTO, where large pressure fluctuation is
inevitable, brings concern for damage to the RO membranes. Furthermore, the practice
of varying the active membrane area by switching individual membrane pressure vessels
on and off would increase the number of large stress cycles that contribute to fatigue

damage. The based on the work in Chapter [ limiting the magnitude of pressure
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variation comes at a significant cost, yet, the specific constraint that was imposed in
that study, the constraint on the pressure rate-of-change, lacks substantiation. Both the
mechanism of failure, or degradation, and the degree of significance remain unknown. It
is recommended that damage and failure of RO membrane elements be studied for the
purpose of recommending well-founded design constraints and/or damage models that
can be integrated in to the design of the a PTO for wave-powered RO. Such knowledge
will reduce risk and may allow for more economical designs if the current recommended
rate-of-change constraint is found to be too conservative or simply not applicable to

operation outside start-up and shut-down procedures.

The work of this thesis expands the scope of understanding in the design of PTOs for
wave-powered RO and highlights a path toward higher performing designs. The design
studies formulated and examined in this work may be reapplied in future projects that
aim to construct a wave-powered RO system and the modeling efforts in this work may

serve as a point of reference for modeling similar systems.
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Appendix A

Convergence Studies

A.1 Introduction

This appendix documents convergence studies for the numerical simulation methods
used throughout this work.

Section[A.2] presents the studies performed for the hydrodynamic WEC model. Sub-
section presents the method used to construct the wave excitation force and
wave elevation, both of which are inputs to the hydrodynamic WEC model developed
in Section and presents a convergence study for the number of wave frequency
components used in that construction. Sub-section presents a convergence study
for the time-step size used in the numerical solution of the dynamic WEC model used
for the design studies presented in Chapters [2] and Sub-section presents a
convergence study for the length of the simulations performed for those design studies.

Section presents the studies performed for the coupled dynamic WEC/PTO
model used in the study presented in Chapter 4l Sub-section presents a conver-
gence study for the the time-step size used in the numerical solution of the coupled,
dynamic WEC/PTO model. Sub-section presents a convergence study for the

length of the simulations performed for the design study.
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Section [A.4] presents the studies performed for the simulations used in the pipeline
modeling study presented in Chapter|bl Sub-section presents a convergence study
for the tolerance parameters of the variable time-step, numerical ODE solver used. Sub-
section presents a convergence study on the number of pipeline segments used for

the method of characteristics based pipeline models.

A.2 Hydrodynamic WEC model Simulations

This section present studies for the simulation parameters used in simulating the hy-
drodynamic WEC model. The simulations for these studies were performed for a single
sea state having a significant wave height of 2.75 m and a peak period of 12 seconds.

The PTO is represented by a constant reaction force with a value of 4 MNm.

A.2.1 Irregular Wave Construction and Convergence

The construction of the wave elevation and wave excitation force in the hydrodynamic
WEC model developed in Chapter [2] follows from superposition of trigonometric func-
tions with amplitude determined from a power spectral density function (PSD). Specifi-
cally, the amplitude is determined from the definite integral of the PSD in discrete bins.
The discretization of the PSD was performed using an equal energy method where the
definite integral of the PSD for each bin is equal. The approach taken in this work is

to:
1. specify the number of discrete bins (i.e., the number of frequency components)

2. calculate the indefinite integral of the PSD, numerically, as a function of frequency

with a dense grid of values (1,000,000 grid points were used in this work.)

3. determine the target value for the definite integral of each bin by dividing the

maximum value for the indefinite integral of the PSD by the number of bins
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4. set the lower bound of the current bin equal to the upper bound of the previous
bin
Note A: For the first bin, set the lower bound to be a significant frequency. In this

work, the first frequency is use where the indefinite integral of the PSD exceeds

exceeds 1 percent of the target value for the definite integral of each bin.

5. find the upper bound of the current bin for which the definite integral in the bin

is equal to the target value

Note B: Because the integral is calculated numerically, the first frequency for

which the definite integral in the bin exceeds the target value should be selected.

6. assign the average of the upper and lower bound of the bin as the frequency
representing the bin (w;) and set the bin width Aw; as the difference between the

upper and lower bound of the binE|
7. repeat steps [4] through [6] until all bins are determined

An example for the resulting discretization using this method is given in Figure
This shows the assigned frequencies for each bin, with a total of twenty discrete bins.

The number of frequency components used to construct the wave elevation and wave
excitation force in this work was selected based on the convergence of results for the
mean power captured by the WEC and the error of the numerically calculated integral
of the power spectral density function. Figure [A:2] shows the mean power captured by
the WEC in 2000-second long simulations as a function the number of discretization.
These results do not demonstrate a clear convergence because, for each discretization
of the PSD, unique wave elevation and excitation force signals are constructed with the

only similarity being the frequency content; there is no convergence to an ideal signal

! An improvement to this method could include finding the centroid of the definite integral of each
bin and assigning that frequency as representing the bin in Step [6] This would remove the need for
Note A in Step @ Instead the lower bound can be set arbitrarily low.
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Wave Power Spectral Density Function Construction:
Equal Energies Method
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Figure A.1: Example discretization of the wave elevation spectral density function using
the equal energy method.

using these methodsﬂ However, these values show only about ten percent deviation
about a mean.

Judgment of the signal construction is also be made based on the error between the
indefinite integral of the original PSD and the sum of the definite integrals for each bin.
The later is calculated as the product of the bin width and value of the PSD evaluated
at the center of each bin (the frequency assigned as representing to the bin in Step @
These results are given in Figure and show an error between 1 and 2 percent for 100
discretizations and between 0.1 and 0.2 percent for 1000 discretizations. The studies

presented in Chapters and [4 used 1000 frequency components.

It is important to note this behavior for the design of a study. Inputs to the model should be
identical for each simulation in a study. For the wave elevation and wave excitation force, this includes
seeding the random number generator used to give random phase values for each frequency component
and using the same discretization of the PSD in the frequency domain.
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WEC Power Absorption Convergence:
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Figure A.2: Convergence results for the number of wave frequency components: mean
WEC power capture.
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Figure A.3: Convergence results for the number of wave frequency components: error
in the integral of the wave elevation power spectral density function.
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A.2.2 WEC Simulation Time-Step Convergence

The dynamic WEC model was solved using the Euler method with a fixed time-step.
The time-step used in Chapters [2|and [3|is based on results for the mean power captured
by the WEC in simulation. The results given in Figure[A.4] present an error with respect
to the simulation with the smallest time-step. A time-step of 10 ms gives an error less
than 1 percent and was chosen for the simulations performed in Chapter

WEC Power Capture Convergence:
Solver Time Step

10° :

10-1 L

error

10-2 L

10-3_

10-4 L L L
101 10° 10 102
time step (ms)

Figure A.4: WEC model solver time-step convergence results: error in mean WEC
power capture with respect to the result using the smallest time step (0.1 ms)

A.2.3 WEC Simulation Time-Span Convergence

The length of the WEC simulations performed for the design studies in Chapters
and [3| are based on convergence of the mean power captured by the WEC in a given
simulation. The results shown in Figure[A-5|show a clear trend toward convergence with
the results for a simulation length of 2,080 s being 12 percent greater than the result
of a 10,000-second simulation. As the design studies presented in this work maintain

consistent simulation parameters, 12 percent can be considered adequate. A length of
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2000 s was chosen for this work.

WEC Power Capture Convergence:

Simulation Length
500 T T .

250

200 1 1 1 1
0 2000 4000 6000 8000 10000

length (s)

Figure A.5: Convergence results for length of WEC simulations: mean WEC power
capture

A.3 Coupled WEC/PTO Model Simulations

Convergence was tested for two sea conditions. These sea conditions were selected from
the set of sea states specified for the Wave-to-Water Prize competition [91]. The first,
sea state 2, was the sole sea state considered for the study presented in Chapter 4l This
sea state has a significant wave height of 2.64 m and a peak period of 9.86 s. The second,
sea state 3, is the highest energy sea state of the set selected for the Wave-to-Water
Prize competition. This sea state has a significant wave height of 5.36 m and a peak
period of 11.52 s. The baseline architecture for the study presented in Chapter [ was

simulated for this convergence study.
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A.3.1 WEC/PTO Simulation Time-Step Convergence

The time-step size used for simulations presented in Chapter [4] is based on convergence
of an energy balance and volume-based mass balance in the PTO. The energy balance
is measured as the difference between power flow at the system boundaries, including
power losses, and the energy stored in the system. The volume balance is measured as
the difference between the cumulative flow at the system boundaries and the volume
stored in the capacitive elements of the system. Results for sea state 2 are presented
in Figure [A.6] Results for sea state 3 are presented in Figure [A.7 The error reported
in these figures is the energy balance and volume balance normalized to the energy
absorbed by the WEC and the volume of permeate produced by the RO module, re-
spectively. Convergence is obtained for a time step below 0.1 ms for sea state 2 and
below 0.05 ms for sea state 3. Therefore, a time-step of 0.05 ms was chosen for the work

in Chapter

Normalized Energy and Volume Balance Study: Sea State 2
T T I

energy
10°F volume |

error

0 0.1 0.2 0.3 0.4 0.5 0.6
time step (ms)

Figure A.6: Time-step convergence results for sea state 2: energy balance error and
volume balance error.

A.3.2 WEC/PTO Simulation Time-Span Convergence

The length of time used for simulations presented in Chapter [4is based on convergence

of (1) the power absorbed by the WEC, (2) the permeate produced by the RO module,



165
Normalized Energy and Volume Balance Study: Sea State 3
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Figure A.7: Time-step convergence results for sea state 3: energy balance error and
volume balance error.

and (3) the 99.7th-percentile value for the magnitude of rate-of-change in the RO feed
pressure, pr.

Results for the power absorbed by the WEC are presented in Figures and
Results for the permeate production are presented in Figures and Results for
the the rate-of-change in the RO feed pressure are presented in Figures and
The results for pressure rate-of-change include the peak value and the 97th-percentile.
In all cases, these results are normalized to the result for the longest simulation length
considered (i.e., 3000 s). Good convergence is reported at 2000 s for all metrics and was

chosen for the work presented in Chapter

WEC Power Capture Convergence Study: Sea State 2
T T T T

1 1 1 1 1
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time span (s)

Figure A.8: Convergence results with respect to the length of WEC/PTO simulations
for sea state 2: mean WEC power capture
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WEC Power Capture Convergence Study: Sea State 3
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Figure A.9: Convergence results with respect to the length of WEC/PTO simulations
for sea state 3: mean WEC power capture
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Figure A.10: Convergence results with respect to the length of WEC/PTO simulations
for sea state 2: mean permeate production
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Figure A.11: Convergence results with respect to the length of WEC/PTO simulations
for sea state 3: mean permeate production

A.4 Pipeline Model Simulations

This section reports the convergence study results for the simulations performed for the
pipeline modeling study presented in Chapter[5] These studies used the same parameters
reported in Tables and unless otherwise noted.
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Rate of Change in Feed Pressure Convergence Study: Sea State 2
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Figure A.12: Convergence results with respect to the length of WEC/PTO simulations
for sea state 2: peak rate-of-change in feed pressure
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Figure A.13: Convergence results with respect to the length of WEC/PTO simulations
for sea state 3: peak rate-of-change in feed pressure

A.4.1 ODE Solver Convergence

The variable time-step ODE solver used is parameterized by an absolute tolerance and
relative tolerance for its results. The values were chosen based on convergence of the
error between (1) mean power losses calculated by the model and (2) based on pressure
and flow rate at the boundaries of the pipelines.

This study was performed using the medium-line model with accumulators having
capacitance of 4.2-10® m3/Pa and the pipelines having length of 1200 m and internal
diameter of 0.1 m. The peak period was 12 s and the value for X, was set to 0.01.

Results for the low-pressure pipeline are given in Figure Results for the high-
pressure pipeline are given in Figure The error is more sensitive to the relative
tolerance, likely due to the many orders of magnitude difference between value of flow

rate and pressure with the units being in m?/s and Pa, respectively. The value of 10
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for both tolerance parameters gave an error less than 0.01 percent and was selected for

the study presented in Chapter

Power Balance Error: Low-Pressure Pipeline
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Figure A.14: Variable time step ODE solver tolerance convergence study for power loss
in the low-pressure pipeline. Losses calculated by the model and based on boundary
conditions are compared.

A.4.2 Method of Characteristics based Pipeline Model Convergence

The number of segments used for the method of characteristics based pipeline models,
the fMOC and DGCM, were chosen based on convergence of the mean power loss, a
volume balance, and the peak rate-of-change in load pressure (i.e., the outlet of the
high-pressure pipeline) resulting from each simulation. Convergence of these metrics
was studied for the DGCM model. The volume balance is calculated as the difference
between (1) the change in gas volume in the pipeline, between the start and end of the
simulation, and (2) the integral of the net flow rate into the pipeline. This metric is
normalize by the volume of the pipeline. Convergence studies were performed for the
design cases A, G, H, I, and K.

For design case A, the results for the power loss in the low-pressure line are given
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Power Balance Error: High-Pressure Pipeline
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Figure A.15: Variable time step ODE solver tolerance convergence study for power loss
in the high-pressure pipeline. Losses calculated by the model and based on boundary
conditions are compared.

in Figure the results for the power loss in the high-pressure line are given in
Figure the results for the volume balance are given in Figure and the peak
rate-of-change in the load pressure is given in Figure These results show good
convergence above 50 segments. This value was used for design cases A, B, C, D, E,
F. and J in the work of Chapter [5| because of their similarity in pipeline length and
because cases B, C, D, E, F. and J have higher accumulator capacitance than design
case A (and therefore lower amplitude excitation of the pipeline).

For design case G, the results for the power loss in the low-pressure line are given
in Figure the results for the power loss in the high-pressure line are given in
Figure [A:21] the results for the volume balance are given in Figure [A:22] and the peak
rate-of-change in the load pressure is given in Figure These results show good
convergence above 10 segments. This value was used for design case G in the work of
Chapter

For design case H, the results for the power loss in the low-pressure line are given
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Figure A.16: DGCM convergence for power loss in the low-pressure pipeline with respect
to number of segments: design case A. Losses calculated by the model and based on
boundary conditions are compared.
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Figure A.17: DGCM convergence for power loss in the high-pressure pipeline with
respect to number of segments: design case A. Losses calculated by the model and

based on boundary conditions are compared.
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Volume Balance Normalized to Pipe Volume vs
Number of Segments: Design Case A
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Figure A.18: DGCM convergence in volume (mass) balance with respect to number of
segments: design case A. The difference between the change in volume of working fluid
in the pipe is compared to the net volume flow into the pipe and is normalized by the

pipe volume.
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Figure A.19: DGCM convergence for peak rate-of-change in load pressure with respect
to number of segments : design case A
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Low-Pressure Pipeline Power Loss
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Figure A.20: DGCM convergence for power loss in the low-pressure pipeline with respect
to number of segments: design case G. Losses calculated by the model and based on
boundary conditions are compared.
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Figure A.21: DGCM convergence for power loss in the high-pressure pipeline with
respect to number of segments: design case G. Losses calculated by the model and
based on boundary conditions are compared.
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Volume Balance Normalized to Pipe Volume vs
«107  Number of Segments: Design Case G
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Figure A.22: DGCM convergence in volume (mass) balance with respect to number of
segments: design case G. The difference between the change in volume of working fluid
in the pipe is compared to the net volume flow into the pipe and is normalized by the
pipe volume.

Peak Rate of Change in Feed Pressure

vs Number of Segments: Design Case G
0.269 . ;

0.268F

0.267F

0.266

0.265

rate of change (kPa/s)

0.264

0.263 :
10° 10! 102
no. segments
Figure A.23: DGCM convergence for peak rate-of-change in load pressure with respect
to number of segments : design case G
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in Figure [A224] the results for the power loss in the high-pressure line are given in
Figure the results for the volume balance are given in Figure and the peak
rate-of-change in the load pressure is given in Figure These results show good
convergence above 50 segments. This value was used for design case H in the work of
Chapter

Low-Pressure Pipeline Power Loss
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Figure A.24: DGCM convergence for power loss in the low-pressure pipeline with respect
to number of segments: design case H. Losses calculated by the model and based on
boundary conditions are compared.

For design case I, the results for the power loss in the low-pressure line are given
in Figure the results for the power loss in the high-pressure line are given in
Figure [A.29] the results for the volume balance are given in Figure [A.30] and the peak
rate-of-change in the load pressure is given in Figure These results show good
convergence above 10 segments. This value was used for design case I in the work of
Chapter

For design case K, the results for the power loss in the low-pressure line are given
in Figure the results for the power loss in the high-pressure line are given in
Figure the results for the volume balance are given in Figure and the peak
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High-Pressure Pipeline Power Loss
vs Number of Segments: Design Case H
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Figure A.25: DGCM convergence for power loss in the high-pressure pipeline with
respect to number of segments: design case H. Losses calculated by the model and
based on boundary conditions are compared.

rate-of-change in the load pressure is given in Figure These results show good

convergence above 100 segments. This value was used for design case K in the work of

Chapter
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Volume Balance Normalized to Pipe Volume vs
«107  Number of Segments: Design Case H
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Figure A.26: DGCM convergence in volume (mass) balance with respect to number of
segments: design case H. The difference between the change in volume of working fluid
in the pipe is compared to the net volume flow into the pipe and is normalized by the
pipe volume.
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Figure A.27: DGCM convergence for peak rate-of-change in load pressure with respect
to number of segments : design case H
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Low-Pressure Pipeline Power Loss
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Figure A.28: DGCM convergence for power loss in the low-pressure pipeline with respect
to number of segments: design case I. Losses calculated by the model and based on
boundary conditions are compared.
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Figure A.29: DGCM convergence for power loss in the high-pressure pipeline with
respect to number of segments: design case 1. Losses calculated by the model and based
on boundary conditions are compared.
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Figure A.30: DGCM convergence in volume (mass) balance with respect to number of
segments: design case 1. The difference between the change in volume of working fluid
in the pipe is compared to the net volume flow into the pipe and is normalized by the

pipe volume.
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Figure A.31: DGCM convergence for peak rate-of-change in load pressure with respect
to number of segments : design case |



179

Low-Pressure Pipeline Power Loss
vs Number of Segments: Design Case K
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Figure A.32: DGCM convergence for power loss in the low-pressure pipeline with respect
to number of segments: design case K. Losses calculated by the model and based on
boundary conditions are compared.
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Figure A.33: DGCM convergence for power loss in the high-pressure pipeline with
respect to number of segments: design case K. Losses calculated by the model and
based on boundary conditions are compared.
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Volume Balance Normalized to Pipe Volume vs
«10®  Number of Segments: Design Case K
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Figure A.34: DGCM convergence in volume (mass) balance with respect to number of
segments: design case K. The difference between the change in volume of working fluid

in the pipe is compared to the net volume flow into the pipe and is normalized by the
pipe volume.
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Figure A.35: DGCM convergence for peak rate-of-change in load pressure with respect
to number of segments : design case K



Appendix B

Intermediary Results in the
Comparison of Power Take-Off

Architectures

The content of this appendix was first presented in [60].

B.1 Introduction

This appendix presents intermediary results and discussion from the work of Chapter
These results are part of a thorough demonstration of the methods of Chapter [2| Sec-
tion presents results for the optimization of the operating parameters for several
select PTO designs. Section presents the entire collection of results for the optimal
annual permeate production rate as a function of pump displacement and installed RO

membrane area.
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B.2 Optimal Operating Parameters

The results presented below are the optimal operating parameters found for several PTO
designs operating in a random sample of ten sea conditions. Each table presents the
sea conditions, the optimal operating parameters found for each sea condition, and the
resulting permeate production rate and its weighted contribution to the yearly average
production.

The three parallel-type architectures chosen as examples are the P-FF, P-VF, and
P-VV. The results for the selected P-FF design are presented in Tables and the
P-VF design in Tables and [B.4], and the P-VV design in Tables and The
PFF example are the results of reference design B. The P-VF and P-VV examples are
selected based on the design criterion of Case 1 taking reference design B as the point
of reference; that is, their installed membrane area match but they have the smallest

pump displacement required to match the annual average permeate production.

Table B.1: Optimal operating parameters example for a parallel-type PTO with fixed
displacement and fixed active RO membrane area (P-FF)

Sea condition Operating parameters
Significant Peak RO feed
wave height period pressure
(m) (s) (MPa)
0.75 9.9 -
0.75 12.2 -
1.25 5.2 -
1.75 14.5 5.1
2.25 8.7 -
2.25 19.1 5.4
3.25 13.3 7.4
3.25 14.5 74
4.25 11 8.0
4.75 16.8 8.0

Note: Results are given for a randomly selected subset of sea conditions presented in Figure 2.6} This
example design has a 0.230 m3/rad pump displacement and 3700 m? total installed membrane area.
The annual average permeate production for this design is 1518 m®/day. This is reference design B.
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Table B.2: Optimal performance example for a parallel-type PTO with fixed displace-
ment and fixed active RO membrane area (P-FF)

" Permeate production Power
Sea condition 3
(m”/day) (kW)
Significant Peak
wave height period | unweighted  weighted Captured by Consumed by Produced by
WEC charge pump generator
(m) (s)
0.75 9.9 0 0 - - -
0.75 12.2 0 0 - - -
1.25 5.2 0 0 - - -
1.75 14.5 2283 17.35 208.5 50.3 50.3
2.25 8.7 0 0 - - -
2.25 19.1 2539 0.508 242.2 56.0 56.0
3.25 13.3 4224 59.98 514.3 93.1 93.1
3.25 14.5 4199 33.17 509.7 92.6 92.6
4.25 11 4704 9.88 610.4 103.7 105.4
4.75 16.8 4704 3.29 639.5 103.7 126.6

Note: See note for Table [B11

For the P-FF design, it is shown that system cannot satisfy the design constraints
for operation in four out of the ten sea conditions; including the sea conditions not
shown, the design fails to operate in 29 out of 114 sea conditions. As a general trend
the RO feed pressure is lower in cases where less power is available for production of
permeate. In the two highest power sea conditions shown, the RO feed pressure is set
to the upper limit and the excess power is converted to electricity (comparing the power
consumed by the charge pump and the power generated by the generator).

The P-VF design has practically identical results to reference design B, including
failure to operate in the same sea conditions, despite the added degree of freedom offered
by the variable displacement of the WEC-driven pump. For this combination of pump
displacement, membrane area, and selection of sea conditions, there appears to be no
advantage in having a variable-displacement pump. The only sea condition shown where

the pump displacement is decreased is the highest power condition where there is an
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Table B.3: Optimal operating parameters example for a parallel-type PTO with variable
displacement and fixed active RO membrane area (P-VF)

Sea condition Operating parameters
Significant Peak WEC-driven RO feed
wave height period | pump displacement pressure
(m) (s) (m?3/rad) (MPa)
0.75 9.9 - -
0.75 12.2 - -
1.25 5.2 - -
1.75 14.5 0.230 5.1
2.25 8.7 - -
2.25 19.1 0.230 5.4
3.25 13.3 0.230 74
3.25 14.5 0.230 7.4
4.25 11 0.230 8.0
4.75 16.8 0.216 8.0

Note: Results are given for a randomly selected subset of sea conditions presented in Figure[2:6] This
example design has a 0.230 m®/rad pump displacement and 3700 m? total installed membrane area.
The annual average permeate production for this design is 1518 m®/day.

excess of power available.

In contrast, the P-VV architecture achieves operation in all 114 sea conditions. The
overall design performance is better because the annual average permeate production
and installed membrane match while the P-VV design has a pump displacement that
is 25 percent lower. Permeate production rates for this P-VV design in Table [B:5] are
generally lower compared to the P-FF results in Table 8 but this is made up for with
the greater number of sea conditions the P-VV design can operate in. As with the
P-VF design, this design makes little use of the variable pump displacement, with it
only varying in 4 of 114 sea conditions. However, the design does make use of the
variable RO membrane area, with this being lowered in all but one of the ten selected
sea conditions and all but eleven out of the entire set of 114 sea conditions. Figure
shows the distribution of the specified active membrane area for all 114 sea conditions.

The distribution of the variable membrane area is essentially bi-modal with median
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Table B.4: Optimal performance example for a parallel-type PTO with variable dis-

placement and fixed active RO membrane area (P-VF)

" Permeate production Power
Sea condition 3
(m”/day) (kW)
Significant Peak
wave height period | unweighted  weighted Captured by Consumed by Produced by
WEC charge pump generator
(m) (s)
0.75 9.9 0 0 - - -
0.75 12.2 0 0 - - -
1.25 5.2 0 0 - - -
1.75 14.5 2283 17.35 208.5 50.3 50.3
2.25 8.7 0 0 - - -
2.25 19.1 2539 0.508 242.2 56.0 56.0
3.25 13.3 4224 59.98 514.3 93.1 93.1
3.25 14.5 4199 33.17 509.7 92.6 92.6
4.25 11 4704 9.88 610.4 103.7 105.4
4.75 16.8 4704 3.29 608.2 103.7 103.8

Note: See note for Table

values of about 700 square meters in the lesser mode and 3200 square meters for the

greater mode.

count

Active Membrane Area Specification Count: P-VV

0 500 1000 1500

2000 2500

membrane area (mz)

3500

Figure B.1: Histogram of active RO membrane specified for each sea condition for the
parallel-type PTO with variable displacement and variable active RO membrane area
(P-VV) having a 0.172 cubic meter per radian pump displacement and 3700 square
meters of total installed membrane area.

The second set of examples are for series-type architectures. The first is for the

S-VV architecture, given in Tables [B.7] and The second is the M-FV architecture
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Table B.5: Optimal operating parameters for a parallel-type PTO with variable dis-
placement and variable active RO membrane area (P-VV)

Sea condition Operating parameters

Significant ~ Peak WEC-driven Active RO RO feed

wave height period | pump displacement membrane area  pressure
(m) (s) (m?/rad) (m?) (MPa)
0.75 9.9 - 629 -
0.75 12.2 - -
1.25 5.2 - 518 -
1.75 14.5 0.172 3700 4.8
2.25 8.7 - 888 -
2.25 19.1 0.172 3552 5.0
3.25 13.3 0.172 2886 7.6
3.25 14.5 0.172 2738 7.9
4.25 11 0.172 2997 8.0
4.75 16.8 0.172 3071 8.0

Note: Results are given for a randomly selected subset of sea conditions presented in Figure[2:6] This
example design has a 0.172 m®/rad pump displacement and 3700 m? total installed membrane area.
The annual average permeate production for this design is 1518 m®/day.

given in Tables and These selected designs are also derived using the criterion
of Case 1 with reference design B as the point of reference.

Like the P-VV example design, both series-type PTO examples appear to be more
flexible to changing sea conditions than the baseline design. Like the P-VV example,
they succeed in operating in all sea conditions and make use of the variable membranes
area. However, these examples make less use of the variable membrane area with the
S-VV using all membrane area in 81 out of 114 sea conditions and the M-FV using all
membrane area in 83 out of 114 sea conditions. As with the P-VV example, the S-VV
example only varies the pump displacement in four out of 114 sea conditions.

For the M-FV example, the pressure at the WEC driven pump is essentially max-
imized at the imposed limit of 30 MPa in all but ten sea conditions (one is shown in
Table . The switching duty for the M-FV example is varied between 0.22 to 0.50

which is a reasonable range for switch-mode systems.
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Table B.6: Optimal performance example for a parallel-type PTO with variable dis-
placement and variable active RO membrane area (P-VV)

" Permeate production Power
Sea condition 3
(m”/day) (kW)
Significant Peak
wave height  period | unweighted  weighted Captured by Consumed by Produced by
WEC charge pump generator
(m) (s)
0.75 9.9 248 4.73 - - -
0.75 12.2 337 1.79 - - -
1.25 5.2 286 0.0286 - - -
1.75 14.5 2045 15.54 179.2 45.1 45.1
2.25 8.7 969 50.85 - - -
2.25 19.1 2172 0.434 197.7 47.9 47.9
3.25 13.3 3438 48.83 428.6 75.8 75.8
3.25 14.5 3405 26.90 434.8 75.1 75.1
4.25 11 3797 7.97 489.9 83.7 83.7
4.75 16.8 3878 2.71 499.3 85.5 85.5

Note: See note for Table [B.5l
B.3 Objective Space

This subsection presents all data obtained by the design study for the performance
of each architecture with respect to the three primary design objectives: maximizing
permeate production, minimizing pump displacement, and minimizing the total installed
membrane area. The design study produces a surface that can be presented on contour
plots for the yearly average permeate production as a function of the maximum pump
displacement and total installed membrane area with each data point being based on
optimal operating conditions in each sea condition.

Along with these data, contour-level curves and markers are included to provide
a visual comparison to the reference designs specified in Table The contour plots
presented below include contour-level curves for permeate production matching the per-
formance of the two reference designs and markers at the pump displacement and total

installed membrane area for those reference designs. A notable use for these visual aids
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Table B.7: Optimal operating parameters example for a series-type PTO with variable
displacement and variable active RO membrane area (S-VV)

Sea condition Operating parameters

Significant ~ Peak WEC-driven Active RO RO feed

wave height period | pump displacement membrane area  pressure
(m) (s) (m?/rad) (m?) (MPa)
0.75 9.9 0.117 666 6.4
0.75 12.2 0.117 888 6.4
1.25 5.2 0.117 T 6.4
1.75 14.5 0.117 3700 7.2
2.25 8.7 0.117 2516 6.4
2.25 19.1 0.117 3700 7.3
3.25 13.3 0.117 3700 8.6
3.25 14.5 0.117 3700 8.5
4.25 11 0.117 3700 8.9
4.75 16.8 0.117 3700 8.9

Note: Results are given for a randomly selected subset of sea conditions presented in Figure[2:6] This
example design has a 0.117 m®/rad pump displacement and 3700 m? total installed membrane area.
The annual average permeate production for this design is 1518 m®/day.

is in determining whether a PTO architecture can surpass the design performance of
the reference design. When the reference contour-level for a given architecture crosses
through points with lower pump displacement and total installed membrane area than
the corresponding marker, it is possible for that architecture to outperform the reference
design with respect to all three design objectives simultaneously. In other words, choos-
ing this architecture over the reference design would be a strong Pareto improvement E|
to the system design. Note however that this is not a mandatory condition for showing
a strong Pareto improvement over a reference design.

The data are grouped by the type of architecture (i.e., parallel-type, series-type, and
series-type with a switch-mode power transformer). The parallel and series-type groups

include each combination of fixed and variable pump displacement and active membrane

! Applied to multi-objective machine design, a ”Pareto improvement” is a design change that improves
on at least one design objective while not degrading performance on the other objectives. A ”strong
Pareto improvement” is a design change that improves on all design objectives simultaneously.
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Table B.8: Optimal performance example for a series-type PTO with variable displace-
ment and variable active RO membrane area (S-VV)

" Permeate production Power
Sea condition 3
(m”/day) (kW)
Significant Peak
wave height period | unweighted  weighted Captured by Consumed by Produced by
WEC charge pump generator
(m) (s)
0.75 9.9 260 4.97 20.4 5.7 5.7
0.75 12.2 343 1.82 26.8 7.6 7.6
1.25 5.2 303 0.0303 23.7 6.7 6.7
1.75 14.5 2078 15.79 183.2 45.8 45.8
2.25 8.7 972 51.01 75.8 21.4 21.4
2.25 19.1 2202 0.440 198.4 48.5 48.5
3.25 13.3 3248 46.12 345.9 71.6 71.6
3.25 14.5 3210 25.36 339.9 70.8 70.8
4.25 11 3519 7.39 389.6 77.6 77.6
4.75 16.8 3539 2.48 393.0 78.0 78.0

Note: See note for Table

area. The data for the parallel-type architectures are given in Figure The data for
the series-type architectures are given in Figure [B:3] The group with the switch-mode
power transformer includes the option of a fixed and variable active membrane area
with each having a fixed displacement pump; results for these architectures are given in
Figure B4l Note that roughness of the contour curves in these figures are a result of
having a discrete set of sea conditions with designs being able to operate in some subset
of sea conditions at one point and a different subset of conditions at adjacent points.
The results for the parallel-type architectures, shown in Figure [B.2] suggest an
advantage in having a variable active membrane area but no significant advantage in
using a variable displacement pump. The contours for the for P-VF design follow similar
paths as the P-FF design and both peak between 2000 and 2500 m?/day. However, the
P-FV and P-VV designs peak between 3000 and 3500 m?/day within the range of designs
displayed. The general trend between the P-FF and P-VF plots is that the surface is
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Table B.9: Optimal operating parameters example for a series-type PTO with a switch-
mode power transformer, fixed displacement, and variable Active RO membrane area
(M-FV)

Sea condition Operating parameters
Significant Peak Active RO RO feed
wave height period | duty membrane area pressure
(m) (s) (m?) (MPa)
0.75 9.9 0.23 666 30.0
0.75 12.2 0.28 814 23.8
1.25 5.2 0.23 851 30.0
1.75 14.5 0.26 3700 30.0
2.25 8.7 0.23 2997 30.0
2.25 19.1 0.26 3700 30.0
3.25 13.3 0.30 3700 30.0
3.25 14.5 0.30 3700 30.0
4.25 11 0.31 3700 30.0
4.75 16.8 0.31 3700 30.0

Note: Results are given for a randomly selected subset of sea conditions presented in Figure M This
example design has a 0.0327 m? /rad pump displacement and 3700 sm? total installed membrane area.
The annual average permeate production for this design is 1518 m?®/day.

projected in the direction of increasing pump size without the height of the surface
being affected much at the lower displacements. The P-FV plot is similar but continues
to increase in height as the membrane area increases.

The result for the series-type architectures, shown in Figure show similar trends
to the parallel-type architectures. The most significant difference between the series
and parallel-type architectures is that the peak of the surface is shifted to lower pump
displacements. Otherwise, the same type of surface projection occurs between cases of
fixed versus variable conditions for the pump displacement and active membrane area.
The peaks of each surface are again between 2000 and 2500 m? /day for the architectures
with fixed active RO membrane areas and between 3000 and 3500 m?/day with variable
active membrane areas. An interesting observation with respect to the reference contour

and marker for reference design A is that the pump displacement of reference design A
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Table B.10: Optimal performance example for a series-type PTO with a switch-mode
power transformer, fixed displacement, and variable Active RO membrane area (M-FV)

Permeate Power
Sea condition production
(kW)
(m? /day)
Significant Peak
wave height period | unweighted  weighted Captured by Consumed by Produced by
WEC charge pump generator
(m) (s)
0.75 9.9 261 4.99 22.7 5.8 5.8
0.75 12.2 314 1.66 27.0 6.9 6.9
1.25 5.2 334 0.0334 29.1 74 74
1.75 14.5 2056 15.62 201.2 45.3 45.3
2.25 8.7 1150 60.35 99.4 25.3 25.3
2.25 19.1 2208 0.442 222.0 48.7 48.7
3.25 13.3 3040 43.16 350.1 67.0 67.0
3.25 14.5 3013 23.81 345.7 66.4 66.4
4.25 11 3222 6.77 381.4 71.0 71.0
4.75 16.8 3233 2.26 383.2 71.3 71.3

Note: See note for Table [B-0l

is beyond the peak in the surface and in a region where increasing the pump size harms
the performance of the design.

The results for the architecture with a switch-mode power transformer, shown in
Figure B.4] are also similar to the other types of architectures but with peaks shifted to
even lower pump displacements. Additionally, the same observation made of the series-
type architectures and the pump displacement of the reference design can be made for
the switch-mode architectures, in that the pump displacement used by the reference
design is in a region where increasing it will harm the performance of the design.

A final observation from these data is that each architecture is shown to be a strong
Pareto improvement over the reference designs. The degree to which this is true will be
analyzed in the next sub-section with the direct comparisons based on the three design

cases outlined in the beginning of Section
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Figure B.2: Annual average permeate production as a function of WEC-driven pump
displacement and installed RO membrane area for parallel-type PTO architectures hav-
ing a WEC-driven pump with fixed displacement (P-FF and P-FV, @ and |E[) or variable
displacement (P-VF and P-VV, ¢ and @) and an RO module with an active membrane
area that is fixed (P-FF and P-VF, @ and |c)) or variable (P-FV and P-VV, |E| and @
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Figure B.3: Annual average permeate production as a function of WEC-driven pump
displacement and installed RO membrane area for series-type PTO architectures having
a WEC-driven pump with fixed displacement (S-FF and S-FV, @ and |E[) or variable
displacement (S-VF and S-VV, ¢ and E[) and an RO module with an active membrane
area that is fixed (S-FF and S-VF, |§| and |c)) or variable (S-FV and S-VV, bl and E[)
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Figure B.4: Annual average permeate production as a function of WEC-driven pump
displacement and installed RO membrane area for series-type PTO architectures with
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Appendix C

Component Sizing

This appendix presents design studies related to components sizing not explored in
Chapter [4] and details about the modeling of components in the low-pressure branch of
the hydraulic circuit. Section[C.I]presents a grid study used to select the size of the check
valves in the WEC-driven pump. Section presents a grid study used to select the
size of the hydraulic motor for the parallel-type PTO architectures. Section [C.3|presents
details about how the low-pressure accumulator and charge pump were modeled for the
study presented in Chapter [4 and presents a design study showing the potential design
performance of the system in terms of the volume of the low-pressure accumulator and
the power losses of the charge pump.

Parameters specific to each design study presented below are specified. Otherwise,
all other parameters of the simulations were identical to simulations performed for the

study in Chapter

C.1 WEC-Driven Pump Check Valve Sizing

The sizes of the check valves in the WEC-driven pump were chosen considering the
efficiency of the WEC-driven pump and the minimum pressure in the pumping chamber.

A grid study was performed varying the flow coefficient of the check valves. The flow

195
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coefficient of the low-pressure, inlet check valve was set at 1.5 times larger than the high-
pressure, outlet check valve. The low-pressure accumulator volume was set to 4000 liters
and the charge pump speed was set to 2500 rpm. The system was simulated for 500
seconds with a time-step of 1 us. The results of this study are presented in Figure [C.1]

WEC-Driven Pump Performacne Vs.

Check Valve Sizing: Sea State 2

1 T 300

. 095f = 1250 &5
Q — =
=} — ~
£ 09} e 1200 £
o
g £
3.0.85f 1150 &
= 7
@ 8
- -
o
S 08 / pump efficiency | 1100 &
g / — — —min. pressure 2
Zomsl | 150 £
| g

/

0.7 : : 0
10! 102

flow coefficient, low-pressure (L/s/kPal/?)

Figure C.1: Check valve sizing study results: minimum pressure and efficiency of the
WEC-driven pump vs. flow coefficient of the low-pressure check valve. The high pressure
check valve has a flow coefficient that is 1.5 times smaller.

The results in Figure[C.I]show an increase in the the efficiency and minimum pressure
as the flow coefficient is increases. These reach asymtotes of about 0.86 and 270 kPa
respectively and are a results of the cracking pressure setting a minimum pressure drop.
The values 10 and 15 L/s/KPa!/? are chosen which give an efficiency of 0.85 and a

minimum pressure at a point of diminishing returns.

C.2 Hydraulic Motor Sizing

The size of the hydraulic motor was selected with consideration of (1) the regulation of

RO feed pressure (mean, minimum, maximum, and standard deviation), (2) the peak
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rate-of-change in the RO feed pressure, (3) the mean electrical power generated, (4) the
power losses from the hydraulic motor, generator, and pressure relief valves, and (5)
the permeate production rate. A grid study varying the hydraulic motor displacement
was performed for the parallel-type PTO architecture with an added passive resistive
element and high-pressure accumulator. The total accumulator volume was set to 10,000
liters with an equal distribution between the two high-pressure accumulators. The flow

coefficient of the resistive element was set at 4.7 L/s/kPal/2. Figure presents the
results of this study.

Hydraulic Motor Sizing Study with Passive Ripple Control:

Sea State 2
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Figure C.2: Hydraulic motor sizing study results
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The results in Figure [C:2] show an adverse affect to pressure regulation and the
peak rate-of-change in feed pressure for motor lower displacements. This is explained
by the saturation of the flow through the motor at its maximum speed preventing it
from keeping up with the mean flow supplied by the WEC-driven pump. There is
also a trade-off between electrical power production and permeate production at the
low displacements due to the higher mean pressure at the RO feed inlet leading to
higher rates of permeate flow and to lower rates of flow available for electric power
generation. Each metric levels off at higher displacement except for the power losses
from the hydraulic motor. This is explained by the hydraulic motor operating at a lower
mean shaft speed, where its overall efficiency is lower.

Overall, there is a trade-off between (1) power losses from the hydraulic motor and
higher cost of of a larger machine and (2) pressure regulation performance. From these
results, 1000 cc/rev was chosen as the hydraulic motor displacement for the parallel-type

PTO architecture in Chapter

C.3 Low-Pressure Branch Design

A model of the charge pump and the behavior of the low-pressure branch is not reported
in Chapter (] because this part of the system did not influence the results of the study
presented there. However, these were modeled and do impact the performance of the
system through the pressure differentials across the WEC-driven pump, ERU, and, for
parallel-type PTO architectures, the hydraulic motor that drives the generator. This
section describes the models used and presents a design study that informs the sizing
of the low-pressure accumulators and operating speed of the charge pump.

The low-pressure accumulator was modeled the same as the high-pressure accumu-

lators. The charge pressure for the low-pressure accumulator was set to 150 kPa.
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The flow through the charge pump was modeled by a parabolic pump curve

_ _ 2
o = Pl — Po — CpW (Cl)
\l Cq

following the nomenclature of Chapter 4] and where ¢, and ¢, are coefficients of the
model. The flow is zero when the pressure differential exceeds the shut-off pressure
cnw?. The coefficient value assumed for ¢, was 5.5 Pa-s? / rad?. The coefficient value
assumed for ¢, was -5-10% (m3/s)?/Pa.

For the study performed in Chapter [ the low-pressure accumulator volume was
assumed to be 10,000 liters and the charge pump was operated at 2500 rpm.

Improved design performance (i.e. reduced volume and power loss) could be gained
by selecting the low-pressure accumulator volume and the speed of the charge pump
based on the power loss of the charge pump and electric motor driving it, and the
minimum pressure seen in the pumping chamber of the WEC-driven pump. A grid study
considering these variable is presented here to demonstrate the performance potential
of the system. A Pareto front was found which takes the design objective as minimizing
the accumulator volume and minimizing the power loss. A constraint for the minimum
pressure in the WEC-driven pump was set at 50 kPa. The accumulator volume was
varied on a base-10 log scale between 100 L and 5000 L with 20 values. The charge
pump speed was varied from 1700 rpm to 3000 rpm in increments of 100 rpm. Losses of
the charge pump and the electric motor driving it were based on a constant efficiency.
The charge pump was assumed to have an efficiency of 0.7. The electric motor was
assumed to have an efficiency of 0.9.

Result of this study are given in Figure This figure presents (1) the Pareto
front for power loss and volume, (2) the minimum pressure in the WEC-driven pump
throughout the simulation, (3) the charge pump speed determined to be optimal for each
accumulator volume, and (4) a description of the pressure variation in the low-pressure

accumulator at the WEC-driven pump inlet. Based on these results, the values chosen
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for the study presented in Chapter [d are conservative as evidenced by the optimal charge
pump speeds and power loss. Theses results suggest that a volume of 4000 liters already
approaches an asymtotes for charge pump speed and power loss, with the optimal charge
pump speed of 2000 rpm being lower than the 2500 rpm assumed in Chapter[dl A choice
of 1000 liters for the low-pressure accumulator volume and a charge pump speed of 2000
rpm meets the minimum pressure constraint with only slightly greater power loss than

found for a volume of 4000 liter suggesting it would be a reasonable choice.

Performance of Low-Pressure Circuit Branch
as a Function of Installed Low-Pressure Accumulator Volume
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Figure C.3: Low-pressure accumulator sizing study results with optimal charge pump
speed.
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