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A B S T R A C T

Probably the biggest challenge for wave energy is to ensure survival in harsh offshore conditions, in order to
reduce costs for offshore repair operations and downtime, and achieve economic viability. This work presents
a reliable numerical tool that can be used to study the dynamics and survivability of wave energy converters
in violent wave conditions, possibly cutting down the costs of experimental campaigns. Within the Smoothed
Particle Hydrodynamics framework, this research identifies a detailed procedure to model a taut-moored point-
absorber wave energy converter together with its inherent power take-off device, which seamlessly exploits
its functions of energy harvesting and load bearing. A validation of the DualSPHysics code is provided by
contrasting the numerical outcome with a thorough set of data obtained in physical tests with extreme waves,
showing that the time-integrated numerical model can capture with good accuracy all the physics involved.
The computational fluid dynamics tool is employed to perform a survivability study, modeling high-return
period wave conditions for marine structures, and providing guidelines on how to create the numerically best
setup to be used for design purposes. A real-like irregular sea state representation, comprising 500 waves, was
used to draw insightful indications for the structure optimization to increase the structure’s life expectancy,
or conversely, to reduce the initial and operational costs.
1. Introduction

A point-absorber wave energy converter (WEC) consists of a float-
ing buoy, whose wave-activated motion is converted into electricity
by means of a power take-off (PTO) system [1]. Modeling of these
structures should account for device kinematics, hydrodynamics, elec-
tromechanics, including different levels of details [2]. Furthermore,
their potential should be evaluated when deployed in wave energy
farms in which bodies are either interconnected with various technolo-
gies [3] or embedded in other systems [4], and their mutual interaction
studied according to efficiency of the array layouts [5]. Due to the
increased awareness of potential energy availability, offshore areas are
becoming increasingly attractive for engineers and investors to imple-
ment WECs — this, however, comes at a cost of greater vulnerability
to extreme events.

Thanks to knowledge transfer and to purposely developed research
projects, wave energy is now on the verge of being competitive on
the global market (some latest examples can be found in [6]). As PTO
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systems are becoming more sophisticated and complex, the investiga-
tive tools should evolve to be able to capture the whole behavior of
such devices, which, in general, operate without any clear distinctions
between harvesting and survival modes. Likewise, the total cost of en-
ergy often has been reduced by maximizing energy production of WECs,
overly relying on simplified design practices [7], and disregarding other
factors such as capital costs and operation and maintenance costs, which
has led to seeking locations where the power carried by waves is
abundant. This can lead to detrimental repercussions on the total life-
time cost, which is summarized in [8]: ‘‘there is increasing reason to
believe that the first successful WECs may be better off eschewing the
hunt for world’s largest waves’’. The same concept was also expressed
by [9], in which by utilizing a more comprehensive methodology for
assessing the Levelized Cost of Electricity (LCoE), it is demonstrated
that areas with less wave power availability can reduce the capital
costs.

On the one hand, for what concerns the power production mode,
practical approaches [10] and linear models are widely exploited by
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the industry to obtain a sensible reduction in the cost of wave energy
through optimization [11], that is, maximizing the energy output. This
phase is conveniently dealt with by using potential flow models [12],
often linear and for inviscid fluids, which can be used to reproduce
the response of WECs under operational sea states. Potential flow-based
models comprise a vast variety of solutions (see, for example, [13,14],
and [15]), providing fast and relatively accurate answers suitable for
investigating performance within serviceability limit states (SLS); how-
ever, they do require assumptions to include viscous effects and wave
superposition. Some authors have pointed out the great limitations
of such approaches [16], issuing several warnings on their use for
analyses where highly non-linear interactions take place [7]; however,
they can be skillfully used to pinpoint with more precision the condi-
tions (combinations of factors) that are more likely to produce certain
scenarios [17].

Structures with significant dynamic response require stochastic
modeling of the sea surface and its kinematics by time series, entailing
the use of time-domain analyses. Real sea states are best described
by irregular wave models, either linear or non-linear. On top of this,
other environmental conditions such as wind, tides, and currents can
affect the magnitude of the corresponding loads. Unless a tailored
design procedure is identified for each specific WEC, it is generally
prescribed to use a time-domain simulation of at least three hours to
completely represent an extreme event, containing approximately 1000
waves [18], thus providing a statistically treatable significant series of
datum points. However, the length of the series is strongly dependent
on the quantity being investigated and the nature of failure (e.g., fa-
tigue analysis) [19]. Certain applications may be reliable enough with
300 waves [20], however there is not yet a general rule.

Unfortunately, identifying the conditions that are likely to pro-
duce the maximum effects (loads) will require a full understanding of
how winds, waves, and currents impact on the system dynamics and
subsequently the loads. Within a stochastic framework [21], the envi-
ronmental variables should be combined, using combinations of their
expected values according to their probability of occurring simultane-
ously. As such, for a system with a large number of degrees of freedom,
the number of combinations may well go to the hundreds, hampering
the straightforward use of computationally expensive CFD simulations.
Approaching the solution of this problem through physical testing is not
an option either, for the system would lack any flexibility to respond
to combined environmental actions (e.g., waves and currents) and/or
changes in the structural configuration (e.g., a damaged connection).
Presently, the best way to tackle this problem is through a multi-
tier design procedure [22], which may start with linear approaches
and frequency-domain analyses, and then proceed with mid-fidelity
simulations to narrow the range of environmental conditions [17,23].

Survivability analyses, on the other hand, need more complex and
sophisticated models that can guaranteeing high-fidelity modeling pro-
cedures in order to solve the dynamics of the system as a whole. For
handling WEC simulations, CFD (Computational Fluid Dynamics) meth-
ods represent the best option: they do not require heavy preventive
assumptions on the fluid mechanics, solving the fluid motion by means
of the Navier–Stokes equations in spatial domain and in time, and
either meshbased or mesh-less approach can be used (see [24]). Several
examples of WEC simulations using CFD frameworks have proven the
viability of this approach when the PTO apparatus is also included,
following a variety of models (for example, [25–27], or [28]). The
significant limitation of the use of CFD tools for the design phases of
WECs is their computational cost.

Regardless of the scenario, for CFD simulations of WECs, the
Smoothed Particle Hydrodynamics (SPH) method represents a viable
approach [24] with the appropriate degree of flexibility in reproducing
moving objects under violent fluid motion [29], overcoming mesh
distortion issues presented by mesh-based solvers. Nevertheless, few
applications can be found in the literature as reviewed in [29,30]. Here,
2

the open-source DualSPHysics code [31], based on the SPH method,
becomes a suitable option. Its highly parallelized structure harnesses
the computing power of graphics processing unit (GPU) cards, allowing
for a speed-up up to 100 when compared with CPU calculations,
and has demonstrated accuracy equivalent to well-known meshbased
models [32]. Thanks to the coupling with the Project Chronov [33]
and MoorDyn+ libraries (based on MoorDyn [34]), the DualSPHysics
framework can embed multi-featured complex mechanisms typically
deployed in WECs, such as the features of the WEC under study in this
work. DualSPHysics has been proven to simulate with accuracy a great
variety of WECs: an oscillating wave surge converter with mechanical
constraints was validated in [35] under regular wave conditions; com-
plete dynamic investigations of heaving point absorbers [26,36–38];
and fixed oscillating water column devices have been studied [39,40].

The Uppsala WEC [41] has been considered as a reference case
in this research; it operates according to the principles that hold for
floating oscillating body devices, which are mainly designed to operate
offshore (often in deep-water conditions). The concept was devised in
the early 2000s and installed for the first pilot wave power plants
deploying this technology [41]; it was physically tested under con-
strained focused waves and irregular waves in [42]. The device has
been used ever since as a benchmark for numerical model validation,
including consideration of the electromechanics of the PTO. Table 1
reports on the body of research that has leveraged the Uppsala WEC
concept to widen understanding of the economic viability of moored
point absorbers, expanding upon the previous background for extreme
wave modeling [43]. All the pieces of research utilized mesh-based CFD
software (i.e., OpenFOAM, IHFOAM and ANSYS Fluent) to investigate
the performance of the Uppsala WEC under various extreme wave
conditions.

However, the software that has complemented the experimental
investigation needs highly skilled operators (OpenFOAM, IHFOAM) due
to the modification in the source code to model the dynamics of the
linearly-constrained PTO and the mooring line. Furthermore, despite
the progress made in recent years, mesh-based CFD software is often
challenged by simulations that entail the use of costly overset mesh
for solving violent wave conditions [7,16,47]. Developing and vali-
dating new, reliable numerical simulation methods based on meshfree
methods is of utmost importance.

This work proposes, for the first time, the application of an SPH-
based model for the Uppsala WEC model. The proposed CFD software
overcomes the above-mentioned problems by being fully integrated
with two external libraries for simulating mechanical systems (e.g., lin-
ear PTOs) and mooring lines, and by being mesh-less. The DualSPHysics
code is used to study a taut-moored point-absorber WEC with a linear
PTO system under extreme wave conditions, investigating the various
quantities that are vital for the Ultimate-Limit State (ULS) safety checks
of this type of structures under high return-period events. The paper
is arranged as follows: Section 2 describes in detail the basics of
the mathematical foundation of the SPH method and its implemen-
tation in the code distribution herein used; Section 3 presents the
code augmentation achieved through coupling techniques that allow
leveraging specialized libraries within the same framework; Sections
Section 4 presents the experimental setup for the Uppsala WEC whereas
Section 5 describes the numerical configuration and proposes a general
procedure for reproducing similar devices as well, in particular PTO
calibrations; Section 6 validates the numerical model, for two distinct
PTO configurations, under embedded focused waves. Finally, Section 7
presents long time series CFD simulations representing a real sea-state
condition with 500 waves that impact the Uppsala WEC. Section 8
closes this work by synthesizing the main achievements.

2. DualSPHysics code

2.1. SPH basis

The SPH method is mathematically built up on a convolution inte-
gral approximation: any function 𝐹 can be defined by:

𝐹 (𝒓) = 𝐹 (𝒓′)𝑊 (𝒓 − 𝒓′)d𝒓′, (1)
∫
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Table 1
Research papers reporting on the numerical hydrodynamics performance of the Uppsala University WEC under various scenarios.

Reference Numerical model Validation with Type of waves Validated data Scope

[44] VOF-RANS (OpenFOAM) Exp. Regular and focused waves Incident wave, Motion, Line force Survivability

[25] Analytical, VOF-RANS (OpenFOAM
and ANSYS Fluent)

EXP Regular and focused waves Motion, Line force Survivability

[45] BEM, VOF-RANS (ANSYS Fluent) EXP and NUM Irregular waves Incident wave, Motion, Line force Survivability under irregular waves

[46] VOF-RANS (OpenFOAM) EXP Regular and focused waves Motion, Line force Survivability under tsunami waves

[28] VOF-RANS (IHFOAM) EXP Focused waves Motion, Line force Survivability with focused waves

BEM: Boundary Element Method; VOF-RANS: Volume of Fluid-Reynolds-averaged Navier–Stokes’ (equations); EXP: Experiments; NUM: Numerical data.
p

𝑃

where 𝑊 is the kernel function [48], 𝒓 is the position vector of the point
here the function is being computed, 𝒓′ is the position vector of an-
ther computational point (or particle). The function 𝐹 is approximated
y interpolating particle contributions; a summation is performed all
ver the particles within the compact support of the kernel:

(𝒓𝒂) ≈
∑

𝑏
𝐹 (𝒓𝒃)𝑊 (𝒓𝒂 − 𝒓𝒃, ℎ)

𝑚𝑏
𝜌𝑏

, (2)

where 𝑎 is the interpolated particle, 𝑏 is a neighboring particle, 𝑚 and
being the mass and the density, respectively, 𝑚𝑏∕𝜌𝑏 the volume asso-

iated with the neighboring particle 𝑏, and ℎ is the smoothing length.
For the sake of consistency, the kernel function 𝑊 must fulfill several
roperties, such as positivity on the compact support, normalization,
nd monotonically decreasing with distance [49]. The weighting func-
ion used in this work is the piecewise polynomial Quintic Wendland
QW) kernel [50]:

(𝑞) = 𝛼𝐷
(

1 −
𝑞
2

)4
(2𝑞 + 1), with: 0 ≤ 𝑞 ≤ 2, (3)

where 𝛼𝐷 is a real number that ensures the kernel normalization
property:

∫ 𝑊 (|𝒓 − 𝒓′|)𝑑𝒓′ = 1,

𝑞 = 𝑟∕ℎ is the non-dimensional distance between particles, 𝑟 is the
distance between a certain particle 𝑎 and another particle 𝑏, and

ℎ = 1.20
√

3𝑑𝑝

is the smoothing length in which 𝑑𝑝 is the initial inter-particle spacing.
In this work, the QW kernel is used to compute interactions of particles
at a distance up to the value of 2ℎ.

2.2. Governing equations

In fluid mechanics, the SPH method is used to discretize a volume
of fluid as a set of particles and the Navier–Stokes (N–S) equations
dictate their motion. In the Lagrangian framework, the differential form
of momentum N–S Eqs. (4) and the continuity Eq. (5) can be written
in their discrete version using the kernel function:
𝑑𝒗𝒂
𝑑𝑡

= −
∑

𝑏
𝑚𝑏

(

𝑃𝑎 + 𝑃𝑏
𝜌𝑎𝜌𝑏

+𝛱𝑎𝑏

)

∇𝑎𝑊𝑎𝑏 + 𝒈, (4)

𝑑𝜌𝑎
𝑑𝑡

= 𝜌𝑎
∑

𝑏

𝑚𝑏
𝜌𝑏

𝒗𝑎𝑏∇𝑎𝑊𝑎𝑏 + 2𝛿ℎ𝑐
∑

𝑏
(𝜌𝑏 − 𝜌𝑎)

𝒗𝑎𝑏∇𝑎𝑊𝑎𝑏

𝒓2𝑎𝑏

𝑚𝑏
𝜌𝑏

, (5)

where 𝑡 is the time, 𝒗 is the velocity, 𝑃 pressure, 𝒈 is the gravitational
cceleration, ∇𝑎 is the gradient operator, 𝑊𝑎𝑏 the kernel function,
hose value depends on the distance between 𝑎 and 𝑏, 𝛿 is a parameter

hat governs the diffusive term, 𝒓𝑎𝑏 = 𝒓𝑎 − 𝒓𝑏 with 𝒓𝑘 being the position
of the particle 𝑘, and 𝑐 is the speed of sound.

The artificial viscosity term, 𝛱𝑎𝑏, is added in the momentum equa-
tion based on the Neumann–Richtmeyer artificial viscosity, aiming to
reduce oscillations and stabilize the SPH scheme, following the work
of [49]. In addition, the term 𝛿 controls the density diffusion term (last
erm in Eq. (5)) that is implemented in DualSPHysics, which works
3

s a high frequency numerical noise filter improving the stability of
the scheme by smoothing the density. The formulation is based on the
density diffusion terms introduced by [51] and further developed under
the name of delta-SPH in [52]. For the simulations performed in this
work, the second term in the right-hand side of the continuity Eq. (5) is
solved according to the formulation proposed in [53], which considers
the only the dynamic density to control the intensity of the diffusive
term.

A relationship between density and pressure bonds the system of
equations. DualSPHysics uses a weakly compressible SPH formulation
(WCSPH) for modeling Newtonian fluids and, for such formulation,
Tait’s equation of state is used to determine fluid pressure, 𝑃 , from
article density. Following [54], it can be expressed as [55]:

=
𝑐2𝜌0
𝛾

((

𝜌
𝜌0

)𝛾
− 1

)

, (6)

where 𝜌0 is the reference fluid density, 𝛾 is the polytropic constant. The
fluid compressibility is adjusted so that 𝑐 can be artificially lowered to
assure reasonable values for the timesteps.

2.3. Rigid body dynamics and SPH

A full SPH model can deal with rigid bodies by computing the
total force contributions of the surrounding fluid. In DualSPHysics,
the motion of objects interacting with fluid particles is handled by
the basic equations of rigid body dynamics. The geometries of these
objects are discretized by filling the volume they occupy with boundary
particles; for those particles it is assumed that they behave following
the dynamics of each body’s center of mass. Each boundary particle 𝑘
experiences a force per unit mass given by:

𝒇𝑘 = 𝒈 +
∑

𝑏∈ fluid
𝒇𝑘𝑏. (7)

𝒇𝑘𝑏 is the force per unit mass exerted by the fluid particle 𝑏 on the
boundary particle 𝑘. For the motion of a rigid body, the basic equations
of rigid body dynamics can then be used:

𝑴 𝑑𝑽
𝑑𝑡

=
∑

𝑘∈ body
𝑚𝑘𝒇𝒌, (8)

𝑰 𝑑Ω
𝑑𝑡

=
∑

𝑘∈ body
𝑚𝑘(𝒓𝑘 − 𝒓0) × 𝒇𝒌, (9)

where 𝑴 is the matrix mass of the object, 𝑰 is the matrix moment of
inertia, 𝑽 is the velocity, Ω the angular velocity, and 𝒓0 the center of
mass; × indicates the cross product. Eqs. (8) and (9) are integrated in
time to predict the values of 𝑽 and Ω at the beginning of the next time
step. Each boundary particle within the body has a velocity given by:

𝒗𝒌 = 𝑽 +Ω × (𝒓𝒌 − 𝒓𝟎). (10)

Finally, the boundary particles within each rigid body are moved by
integrating Eq. (10) in time. This approach has been checked out
by [56], which shows that linear and angular momentum are con-
servative properties. Validations about buoyancy-driven motion are
performed in [57], where DualSPHysics is tested for solid objects larger
than the smallest flow scales and with various densities; [58] provides

a validation for the motion of a freely floating box under linear waves.
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2.4. Modified dynamic boundary conditions

DualSPHysics implements the Dynamic Boundary Condition (DBC),
proposed by [59], as a standard method for the definition of the
boundary conditions. The DBC treatment has demonstrated to work
properly when applied to cases of wave propagation and wave run-up
of armor block breakwaters with complex geometries [60]. However,
a novel formulation was proposed by [61] in order to improve the
initial DBC formulation, eliminating the creation of large gaps when
the transition from non-wet to wet bounds takes place.

The modification of DBCs (the so-called mDBCs) works with the
same particle arrangement defined for its parent version, but the in-
teracting boundary surface is located between the outermost particle
layers of the body and the fluid domain. Once the geometry has been
characterized by normal vectors, this latter location is used to mirror
ghost nodes into the fluid domain and hence evaluating the fluid
properties at that virtual position; eventually, these properties are used
to correct the SPH approximation when a fluid particle interacts with
an mDBC particle, as it was already performed in [62,63].

3. Coupling with external libraries

Multyphysics simulations rely on coupling strategies between differ-
ent pieces of software to create a unique environment in which different
differential systems of equations are separately solved. This strategy is
implemented in DualSPHysics by creating a fully Lagrangian 3D world
that contains the geometry for the whole system. As discussed, the fluid
phase is managed by the internal SPH solver described in Section 2;
the dynamics of rigid bodies, comprising also the solid–solid contacts,
is managed by the Project Chrono library [33], whereas the effects of
mooring lines on floating structures is addressed by the MoorDyn+
library [64]. Mooring lines are vital for offshore structures (some
examples can be found in [65,66]) for their capability of providing
connections spanning long distances; their small usage of material is
due to a combination of high-resistance material and the absence of
bending-induced stress. These features are indeed needed to reproduce
the response of PTO systems and to account for the various connectivity
among the parts of WECs, and/or of WEC arrays.

3.1. Coupling with project Chrono library

The Project Chrono library has been implemented into the original
DualSPHysics framework, creating an integrated interface for simulat-
ing structure–structure interaction as well [67]. The library is primarily
developed to handle very large systems of 3D rigid bodies [68], with
interactions among them. The coupling allows for arbitrarily shaped
bodies to be considered, and the solver can integrate externally ap-
plied forces and torques, and the effects of kinematic-type restrictions,
dynamic-type restrictions. Appendix A provides a description of the
contact tracing method and of the spring–damper element, which are
the functions utilized in this study.

3.2. Coupling with MoorDyn+

The two-way coupling presented in [58] is used for the simulations
in this work. The open-source MoorDyn+ library solves the mooring
dynamics using the lumped-mass approach inherited from the first
version of MoorDyn [34]. An exhaustive description of the theory
4

implemented for this work is presented in Appendix B.
Fig. 1. Schematic of the Uppsala WEC [41] with a cylinder buoy. The various
components of the PTO systems are tagged according to the function they are designed
for.
Source: [25].

4. Experimental setup

A 1/20th-scale model WEC (Froude similarity) was studied in a
wave tank in [42], with features reminiscent of the Uppsala WEC. For
the validation proposed in this work, the setup that made use of a
cylindrical float (refer to Fig. 1) is chosen. The buoy is taut-moored to a
mass that is constrained to move only along the vertical direction; a line
connects the buoy with the translator. As opposed to the mainstream
rotating generators, in fact, the Uppsala WEC proposes a linear gener-
ator directly driven from the rectified motion of a floating buoy. The
relative motion between the translator and the stator produces a moving
magnetic field, which induces a current in the coils located in the latter.
Often, the translator comprises a series of SN magnets with alternate
polarities, whereas the stator hosts the copper coils. This mechanism,
within the experimental setup, is simulated via a friction paddle with
an adjustable normal force. The gravity field provides some part of the
recentering force that is necessary to restrict the motion of the buoy.
When, however, the wave exceeds a certain threshold, the translator is
further restrained in its motion by an end-stop spring. This system also
works as a booster for the translator’s backup movement: the energy
stored by compressing the spring is released when the cycle reverses,
thus increasing the kinetic energy of the translator.

The data and the geometry considered in the following sections
are presented in [25,42]. The tests at the Coastal Ocean and Sediment
Transport (COAST) at Plymouth University (UK) were carried out with
a cylinder float, which is identified by CYL in [25,42]; the characteris-
tics of the geometry are given in Table 2. For the validation purposes
within this research, reference is made to the extreme wave event
embedded focused waves, which is also used in [25] for carrying out
survivability analysis through numerical modeling of the Uppsala WEC.
In particular, the data for the event defined by wave height 𝐻 = 7.20
m (model scale 𝐻 = 0.36 m) and wave period 𝑇 = 10.70 s (model scale
𝑇 = 2.393 s) is considered, for two different runs, in which the PTO
friction damping is 5.00 kN and 59.00 kN, respectively (model scale
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Table 2
Buoy dimensions of the Uppsala WEC.

Symbol 1:20 model Unit

Buoy radius R 0.085 m
Buoy draft D 0.032 m

Table 3
Damping definition.

Label Full scale 1:20 model Unit

C0 5000 0.63 N
C2 59 000 7.38 N

0.63 N and 7.38 N); the two cases are summarized in Table 3. These are
chosen for being representative of two antithetical conditions: Case C0
is the case where supposedly the harvesting function was deactivated
— of course, some energy is damped out by the physical system that
consists of pulleys and rails. Case C2, on the other hand, foresees
the use of a breaking system that was activated by screws with a
predefined, adjustable load, which adds a controlled damping value
to the previous one. In this work, the different nature of the energy
dissipation as described above is accounted for.

5. Numerical configuration

General setting
The numerical model is built upon the experimental setup reported

in [42], herein using the 1:20th model scale thus making direct com-
parison to the available raw data.

The Uppsala WEC working principle combines a free-floating buoy
with a linear magnet generator (PTO), which is attached on a ballasted
platform and located at sea-floor level. The motion of the float is
transmitted to the translator through a mooring line, making then the
dynamics of the whole system quite complex and heavily dependent
on the behavior of each part. Hence, the proposed model fully exploits
the features made available by the two coupled libraries: Chrono and
MoorDyn+. Several instances are combined to shape the system that
can mimic the behavior of the PTO when connected to a float through
a mooring line. In the following, a general overview of the numerical
model geometry is given.

Using the schematic depicted in Fig. 1 as a template, Fig. 2 shows
a mechanical model (left) and a 3D perspective view of the assembly
(right) of the WEC, in which the different parts are labeled from A-F.
Table 4 provides a synthetic description of the system regarding the
elements and the libraries that handle their dynamics. Note that the
only part interacting with fluid particles is the buoy (𝐴). Although the
elements from B–F are shown in the same 3D environment, they do not
interact with water, much like the physical moving parts in the real
case, which were installed aside the wave tank. Instead, accounting for
the mooring line, in spite of the fact that such elements can interact
with waves in a theoretical way, the line motion only depends on
the fairlead and anchor positions, and the gravity acceleration. The
line-to-water interaction is neglected here.

The solid surfaces of the float (A in Fig. 2), where the most impor-
tant part of the fluid–solid interaction takes place, consist of a set of
boundary particles that are solved according to the mDBC algorithm
that is presented in Section 2.4. The inertia of the buoy, which is not
reported in the reference material, is computed by considering that
the mass is uniformly distributed along the outer plastic shell, with a
thickness defined in hindsight to comply with the total mass. It goes
that the center of gravity of the buoy lies at the centroid location of
the solid.

The mooring line is modeled here as a set of masses linearly joined
by spring–damper items, following the approach presented in [69].
Element 𝐵 in Fig. 2 relates, in a non-linear fashion, the motion of the
5

Fig. 2. Mechanical model of the PTO system with a moored buoy (left) and perspective
visualization of the PTO assembly in the numerical model (right). The meaning of the
symbols is given in Table 7, whereas the Latin letters from A–F are explained in Table 4.

Table 4
Instances and relative handler for the simulation of the Uppsala WEC.

Label Function Instance Manager

A Buoy Moving Chrono

B Taut line Mooring line MoorDyn+

C End-stop
Moving Chrono
Spring Chrono
Contact Chrono SMC

D Translator Moving Chrono
Contact Chrono SMC

E Energy Damper Chrono

F End-stop Contact Chrono SMC

buoy to the translator 𝐷. The line is initialized as a connection between
the initial draft of the float and the bottom of the wave tank, which
leads to an unstretched length 𝐿𝑢𝑠 = 2.468 m. The stiffness of the line,
which is given by the product of elasticity modulus and cross-sectional
area (𝐸𝐴𝑙) is retrieved from the information given in [42]. [25] reports
that an 8-meter-long polymer line (unstretched length 𝐿0 = 8.00
m [25]) was used to connect the buoy to a mass that was supposed
to mimic the translator; the line stretched 1% at a load of 𝐹 = 60 N,
thus giving:

𝐾𝑙𝑖𝑛𝑒.𝑒𝑥𝑝 =
𝐹

0.010𝐿0
= 750 N/m,

which represents the stiffness of the whole line, amounting to 6000 N
of axial stiffness (𝐸𝐴). However, the numerical model only foresees
one line that connects the buoy, at its draft, to the translator that
virtually starts from the bottom of the flume. Here, to consider the same
effects in terms of line stiffness, the line axial stiffness 𝐸𝐴𝑙 is set to
𝐿𝑢𝑠 ⋅𝐾𝑙𝑖𝑛𝑒.𝑒𝑥𝑝 = 1830 N.

Once the geometry of the line along its mechanical properties are
defined, it is possible to proceed to assign the parameters to model
the mooring line through the lumped-mass approach, according to the
definitions given in Appendix B. Table 5 depicts the input values that
are used to set up the line into the MoorDyn+ solver.

Note that the Model time step (𝑑𝑡𝑀 ) is defined according to the
following relationship:

𝑑𝑡𝑀 ≤ 10
𝑓𝑛

, (11)

where 𝑓𝑛 identifies the critical frequency in the spring–mass system that
describes the mooring line; its definition is given in Appendix B.5.

The PTO system that is employed in the Uppsala WEC functions as
both harvesting device and safety system, having no clear definition
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Table 5
Input parameters used for the definition of the mooring line.

Element Symbol Quantity Unit

Cross sectional stiffness 𝐸𝐴𝑙 1830 N
Nominal diameter∗ 𝐷𝑁 2 mm
Spring constant 𝑘𝑚 0.750 kN/m
Segments 𝑁 40 –
Density in air∗ 𝜌𝑙 1500 kg/m3

Weight in fluid 𝑊𝑙 0.015 N
Natural frequency (Eq. (30)) 𝑓𝑛 98.4 kHz
Model time step 𝑑𝑡𝑀 7.0e−05 s

*The given values for these variable are plausible ones, not having any counterparts
in the reference paper.

Table 6
Definition of the PTO generator damping models for the numerical simulations.

Label 𝐹𝜇 𝑐𝑃𝑇𝑂
C0 0.000 N 2.795 Ns/m
C2 6.755 N 2.795 Ns/m

of the two phases. Here, it comprises three solid objects, two moving
(C and D) and one fixed (F) (Fig. 2 and Table 4). The translator 𝐷 is
ounded in its vertical motion by the upper and the lower end-stops 𝐶
nd 𝐹 , respectively, the former being movable and the latter fixed. The
nteraction between 𝐷 − 𝐶 and 𝐷 − 𝐹 is possible thanks to the contact
racing functionalities that are described in Appendix A.1. When the
ranslator 𝐷 impacts the massless end-stop system 𝐶, its vertical motion
s modified by the presence of a spring element, which exerts an elastic
orce according to the following relationship:

𝑆𝑝𝑟𝑖𝑛𝑔(𝑡) = 𝑘𝑒𝑠 ⋅ (𝑙(𝑡) − 𝑙𝑒𝑠) (12)

here 𝑙(𝑡) is the spring length and 𝑙𝑒𝑠 is the equilibrium length of the
nd-stop.

The harvesting tool that is used in the physical tests is here repre-
ented by element 𝐸. For the aims of this work, as also stated before,
he validation is performed considering two different setups for the
enerator (ref. Table 3). In particular, for case C0, described in [42]
s the case in which no energy was harvested, a value that was repre-
entative of internal energy dissipation was utilized. To better represent
his phenomenon, a velocity-proportional damping model is proposed.
he damper element 𝐸 in fact obeys the following relationship:

𝐷𝑎𝑚𝑝𝑒𝑟 = 𝑐𝑃𝑇𝑂 �̇� − sign(�̇�)𝐹𝜇 , (13)

where 𝑐𝑃𝑇𝑂 is the viscous damping coefficient, 𝐹𝜇 is the friction force
iven by the product of the friction coefficient and the transverse load.
able 6 reports the parameters that are used to reproduce the generator
amping for Cases C0 and C2 in the SPH model starting from the values
epicted in Section 3. Note that the Case C0, in spite of being defined as
ith no damping, needs to include some energy dissipation function in

ts definition to account for the internal resistance to the motion given
y the various pieces of equipment that were used in the physical tests.
or the aims of this research, the internal friction described above was
odeled as velocity-proportional damping since it was found to be in

etter agreement with experimental evidence. The values reported in
able 6 are retrieved by using standard scaling procedures [70].

TO calibration
Prior to validating the whole system, a first calibration of the

roposed numerical model of the Uppsala WEC is performed against
n analytical solution built upon the mechanical scheme shown in
ig. 2; this first phase takes place in a dry setting, as the fluid phase
s completely absent. Since the goal of this section is the validation
f contact tracing features and line behavior, only the C0 case is used

here, thus keeping its description more agile to be described through
analytical models. The dynamics of the evolving system are assumed in
6

t

Table 7
Input parameters used for the analytical model.

Element Symbol Quantity Unit

Buoy mass 𝑚 0.712 kg
Line stiffness 𝑘𝑚 0.750 kN/m
End-stop stiffness 𝑘𝑒𝑠 1.940 kN/m
End-stop spring length 𝑙𝑒𝑠 0.030 m
Translator mass 𝑀 0.780 kg
Free Stroke 𝐿𝑠 0.170 m
Internal damping 𝑐𝑃𝑇𝑂 2.625 Ns/m

Fig. 3. Force time history used for the model calibration; the black dashed line reports
the buoy and the translator weight.

the vertical direction only, and that the initial position of the translator
is at its lowest (−𝐿𝑠∕2). The mooring line is simulated by a spring
assuming that it will always be engaged in tension during this test. Note
that this assumption will be satisfied by defining a particular external
force time-history. The following equations describe the mechanical
model:
{

𝑀𝑧1 + 𝑐𝑃𝑇𝑂𝑧1 +𝐾(𝑧1)(𝑧2 − 𝑧1) = −𝑀𝑔,
𝑚𝑧2 + 𝑘𝑚(𝑧1 − 𝑧2) = 𝑚𝑔 + 𝐹 (𝑡),

(14)

here M is the mass of the translator, 𝑐𝑃𝑇𝑂 is the applied damping,
is the magnitude of the gravity acceleration, 𝑚 is the mass of the

uoy, 𝑘𝑚 is the stiffness of the line, and 𝐹 (𝑡) is the applied force; 𝑧1 and
2 are the position of the translator and the float, respectively. 𝐾(𝑧1)
epresents the stiffness of the inner system and takes into account the
resence of the end-stopping system. It can be defined by the following
tep function:

=

{

𝑘𝑚 if |𝑧1| < 𝐿𝑠∕2;
𝑘𝑚 + 𝑘𝑒𝑠 if |𝑧1| ≥ 𝐿𝑠∕2;

(15)

here 𝑘𝑒𝑠 is the stiffness of the end-stop system.
The contact between the translator and the end-stop is handled only

umerically and considering that there is a sudden variation in the
tiffness of the system; a similar approach can be found in [25]. The
ime series of the driving force 𝐹 (𝑡) is shown in Fig. 3: it is built to
omply with the assumptions made beforehand. The initial 0.50 s of the
ime series report a constant force 10% lower than the weight of the
ystem (that is, Buoy mass+Translator mass): this initial gap is necessary
or the numerical model to reach an equilibrium position, where the
ine is taut and the translator at rest on the lower end-stop. The initial
orce in the line was found to be around 8 N.

Comparison of the numerical model response and the analytical
olution is made in Fig. 4, where the solution of Eq. (14) is computed
y integrating the system with a Runge–Kutta method fourth-order
ccurate. Three different simulations are performed with the numerical
odel, considering the effects of the initial inter-particle distance (dp)

nd the parameter 𝑂𝑐𝑜𝑛𝑡𝑎𝑐𝑡 (overlap threshold) that assigns the accuracy
f the external feature of the considered geometry for the contact
racing algorithm (inward and outward envelope). The overlapping

hreshold is defined in terms of dp. Despite being managed by the
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Table 8
Parametric analysis for the model calibration.

Label dp [m] 𝑂𝑐𝑜𝑛𝑡𝑎𝑐𝑡 [𝑑𝑝]

1⃝ R/4 0.50
2⃝ R/4 0.10
3⃝ R/5 0.10

Fig. 4. PTO model calibration. The heave motion evolution of the model for the three
cases collected in Table 8 are compared against the analytical predictions.

CHRONO SMC solver, the envelope shape offset is important for the
accuracy of the collision detection: when the outer envelope shape far
exceeds the actual geometry, a large gap can appear. On the other hand,
envelope shapes too close can cause boundary penetration, which may
cause sticky contact effects.

Table 8 reports the three cases that are used for the calibration
of the parameters that matter for the contact tracing solver. Here,
two initial resolutions are considered (𝑅∕4 and 𝑅∕5), and two overlap
hreshold values. By comparing the evolution of the three cases with the
eference solution, it can be concluded that the numerical model is able
o reproduce the main characteristics of the PTO system, accounting for
he role the elasticity of the mooring line plays along with its motion
estriction. In such instances, however, the dynamics of the line is only
onsidered in its linear range, which is an assumption that is violated
hen a real application is of interest. Nevertheless, this case serves well

or the solely purpose of assessing the sensitivity of the model to the
wo parameters. It can be noticed that the parameter 𝑂𝑐𝑜𝑛𝑡𝑎𝑐𝑡 is to be

set meticulously. Case 1⃝ forms a large gap between the expected rest
position – at 𝐿𝑠/2 – and the actual position of the translator. This is due
to a repulsive effect generated by an excessive offset between the parent
geometries of the translator and the end-stop, which as well results in
a considerable difference in phase. Nevertheless, Case 2⃝ and Case 3⃝
prove that the model can provide a reliable solution, not dependent on
the initial inter-particle distance. A small gap is still appearing, which
is considered to not affect the quality of the results, being the response
of the system in phase with the target solution.

To conclude the calibration procedure, it can be observed that
when the overlapping threshold 𝑂𝑐𝑜𝑛𝑡𝑎𝑐𝑡 is small enough, the surface
interaction is solved with accuracy and the system solution converges.
For the following simulations, the parameter 𝑂𝑐𝑜𝑛𝑡𝑎𝑐𝑡 is set to 0.10 𝑑𝑝.
urthermore, two simulations with 𝑑𝑝 = 𝑅∕6 and 𝑑𝑝 = 𝑅∕7, and
𝑐𝑜𝑛𝑡𝑎𝑐𝑡 = 0.10 𝑑𝑝, were performed as well, providing the same accuracy
s in the case with 𝑑𝑝 = 𝑅∕5, and 𝑂𝑐𝑜𝑛𝑡𝑎𝑐𝑡 = 0.10; for the sake of
eadability of the chart, the time responses are not reported.

ave tank
DualSPHysics allows deploying a set of built-in functions that are

seful to design a suitable numerical tank that complies with the
xperimental conditions, without strictly reproducing the geometry. In
act, the tests in the COAST Laboratory were run in a wave basin of 35×
5.5 m, 2.5 m deep. A schematic of the numerical tank is presented in
ig. 5, in which the lateral and the top view are sketched. The tank has
7

o

een a dramatic reduction in length and width, but the depth complies
ith the experimental one to not alter the wave profile. The tank can
e shortened thanks to using a piston-type wavemaker equipped with
n active wave absorption system (AWAS) that guarantees the correct
nput incident wave, following the implementation proposed in [71].
he input motion at this position is generated from the incident wave
auged during the physical tests. The width of the tank is shrunk to
hree times the diameter of the floater, and to prevent lateral reflection,

numerical damping zone (shaded area in top view Fig. 5) that
mploys a quadratic decay function is applied in the 𝑦−direction [71].

Furthermore, to avoid any drag effects due to the presence of lateral
solid walls, periodic boundary conditions are applied [72]. Downstream
of the buoy there is an 1:3 anti-reflective beach which, boosted with
numerical damping, provides a reflection coefficient lower than 3%.

6. Validation

6.1. Propagation of extreme waves

Purposing the model for the validation of the whole WEC, a first
step is taken towards the validation of the wave tank in generating
and propagating waves. This procedure is also common practice for
assessing the accuracy of physical systems prior to running any tests.
The extreme sea-state condition model that is employed to validate
the SPH model is generated through a focused wave train which is
constrained (embedded) into a regular wave background. The surface
elevation of one such experimental test is reported in Fig. 6 (gray
line), taken from [42]. The authors report that the test was carried out
prior to including the float into the flume, and the wave elevation was
measured at the buoy’s location with a resistive wave gauge. In order
to retrieve the wave characteristics to build the wavemaker motion,
the signal is decomposed via a spectral analysis based on the Fourier
Transform (FT) (via FFT). The regular body of the wave train, boxed
in Fig. 6, has a wave period of 𝑇𝑟𝑒𝑔 = 2.403 s and a wave height of
𝐻𝑟𝑒𝑔 = 0.27 m whereas the focused part, as well boxed in the same
figure, has 𝑇𝑓𝑜𝑐𝑢𝑠 = 2.604 s and 𝐻𝑓𝑜𝑐𝑢𝑠 = 0.38 m; both spectra are
reported in Fig. 6. With these parameters for the regular wave train,
joint with the 2.50-m water depth, it is possible to assert that the wave
is traveling in intermediate water with a wave length of 𝐿𝑟𝑒𝑔 = 8.50 m,
and that it can be ranked second order Stokes’ wave. The phase between
the regular background and the focused group is given as 𝜙 = 𝜋.

The motion of the paddle is computed as follows. The regular wave
body motion for 2nd order Stokes’ waves is managed by an internal tool
that is provided along with the software [71], which allows convenient
use of an AWAS system to control over the quality of the generated
waves. The unidirectional crest-focused wave is defined according to
the NewWave theory [73]. The NewWave linear theory was firstly
proposed by [74] defining the free-surface elevation 𝜂(𝑥, 𝑡) with respect
to the sea-state power density spectrum 𝑆𝑛(𝜔), as linear superposition
of 𝑁 wave modes. For a so-called crest-focused wave group, it goes:

𝜂(𝑥, 𝑡) =
𝑁
∑

𝑛=0
𝑎𝑛𝑐𝑜𝑠(𝑘𝑛(𝑥 − 𝑥𝑓 ) − 𝜔𝑛(𝑡 − 𝑡𝑓 )), (16)

where 𝑥𝑓 and 𝑡𝑓 are the focusing position and focusing time, respec-
tively. The amplitude of each component is given by:

𝑎𝑛 =
𝐴𝑐𝑟𝑆𝑛(𝜔)𝛥𝜔𝑛
∑

𝑛 𝑆𝑛(𝜔)𝛥𝜔𝑛
, (17)

where 𝛥𝜔𝑛 is the frequency increment, and 𝐴𝑐𝑟 =
√

2𝑚0 ln(𝑁), where
0 is the zeroth moment of the spectrum, is the linear crest amplitude.
ote that the crest amplitude at 𝐴𝑐𝑟(𝑥𝑓 , 𝑡𝑓 ) equals the maximum wave
eight 𝐻𝑓𝑜𝑐𝑢𝑠. Investigation carried out by [73] suggested that wave
roup generated by wavemakers that move according to the NewWave
inear theory may lead to the introduction of spurious waves into the
enerated spectrum (see also [26]). To prevent this, the theory devel-

ped by [75] for second-order wave generation is used to correct the
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Fig. 5. Lateral and top views of the numerical tank for embedded focused wave tests. Following the experimental configuration, the point 𝑂 is actually located at 𝑧 = −2.50 m:
its representation is only for the sake of clarity.
Fig. 6. Experimental, theoretical, and numerical surface elevations of the embedded focused wave. The two dashed boxes highlight the portion of the signal (Exp.) that is used
to compute the spectra reported as insets.
motion input. Examples of focused waves simulation with DualSPHysics
can be found in [26,76].

The paddle motion for the focused wave group is hence generated
by considering 𝑁 = 1000, which is also suggested in [73,77], and
y generating a Joint North Sea Wave Observation Project (JON-
WAP) [78] power density spectrum with a peak period 𝑇𝑝 = 𝑇𝑓𝑜𝑐𝑢𝑠 and
significant wave height 𝐻𝑚0 = 1.90 ⋅𝐻𝑟𝑒𝑔 . The wave group focuses at
𝑓 = 1𝐿, which corresponds to the initial position of the buoy, when
he shortest wave in the spectrum reaches such position.

A standalone fluid validation is performed contrasting the obtained
ncident waves against the theoretical expectation for the surface el-
vation (Theory) and the physical data (Exp.), reported in Fig. 6. By
isually comparing the experimental measurements to the expectation,
t can be noticed that the latter does not fully comply with the former
8

solely for some slight differences around 𝑡𝑖𝑚𝑒 = 26 s, likely due to a
misalignment where the two signals join. The outcome of the numerical
model is reported in the same chart for three different particle resolu-
tions, namely 𝑅∕4, 𝑅∕5, and 𝑅∕6. Although it is customary to refer to
the height of the wave for wave validations, the particle resolution is
set based on the size of the float, thus preparing the model for future
applications. The surface elevation evolution retraces with accuracy the
target one with a few exceptions: around the point where two wave
trains are spliced together, and around the two main troughs of the
focusing group. At this stage it becomes important for the reader to
keep this detail in mind because it can make the quality of the results
below clearer.

Prior to moving to the full validation, a non-dimensional error
estimator is defined to provide solid figures on the system accuracy. The
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Table 9
Estimated errors for the wave tank in propagating extreme waves.
𝑑𝑝 [m] 𝑊 𝐸𝑇 .𝑟𝑒𝑔 𝐸𝑇 .𝑓𝑜𝑐𝑢𝑠

𝑅∕4 0.843 1.8% 2.2%
𝑅∕5 0.862 1.6% 2.2%
𝑅∕6 0.877 1.6% 2.1%

index of agreement 𝑊 , which was redefined by [79] over a previous
efinition given in [80]. It can account for amplitude differences and
s of course sensitive to phase misalignment; 𝑊 for a specific signal
𝑋𝑛𝑢𝑚 with respect to a certain reference solution (𝑋𝑒𝑥𝑝) is estimated as
follows:

𝑊 = 1 −

∑𝑁𝑋
𝑗=1( |𝑋𝑛𝑢𝑚.𝑗 −𝑋𝑒𝑥𝑝.𝑗 | )

∑𝑁𝑋
𝑗=1( |𝑋𝑛𝑢𝑚.𝑗 − 𝜇𝑒𝑥𝑝| + |𝑋𝑒𝑥𝑝.𝑗 − 𝜇𝑒𝑥𝑝| )

(18)

where 𝑁𝑋 is the number of elements in the array 𝑋𝑛𝑢𝑚, and 𝜇𝑒𝑥𝑝 =
𝑚𝑒𝑎𝑛(𝑋𝑒𝑥𝑝). The values provided by Eq. (18) are capped by +1 that
indicates that the two signals are coincident. In this work, a scoring
classification proposed in [81] for a similar index is used to rate the
achieved accuracy. The proposed terminology, which pairs quantitative
figures provided by Eq. (18) to qualitative descriptions; the classifi-
cation defines as excellent for values of 𝑊 between 0.9 and 1.0, very
good between 0.8 and 0.9, good between 0.7 and 0.8, fair or reasonable
etween 0.5 and 0.7, poor between 0.3 and 0.5, and bad lower than
.3.

The quantifier in Eq. (18) is utilized to assess the accuracy of the
odel in generating and propagating constrained focused waves, and

he results are reported in the second column of Table 9. The lengths
f the compared time series comprise seven fully developed waves and
he entire focused ground, as framed in Fig. 6 by the dashed rectangles
nd having the experimental data as reference solution. In addition,
able 9 depicts two extra columns that report error estimations in terms
f period (and phase) for regular waves (𝐸𝑇 .𝑟𝑒𝑔) and for the focused
roup (𝐸𝑇 .𝑓𝑜𝑐𝑢𝑠). Overall, the tank presented in this section achieves a
igh degree of accuracy in reproducing the wave train, and it scores as
ery good according to [81]’s scale.

.2. Validation of the full WEC

The validation procedure concludes by simulating the full physical
etup numerically, using the test array depicted in Table 10; the two
ests C0 and C2 are repeated three times considering different dps.
he results of these six simulations are presented in Figs. 7 and 8,
espectively for the case with no applied damping C0 and the case that
imics the energy harvesting phase C2. The investigated quantities are

he heave and surge motion of the buoy, which are referred to its center
f gravity, and the line force computed as the force at the fairlead
onnection to the translator mass. Before describing the results, it is
mportant to remark that the same particle spacing is used to discretize
he initial geometry of the solids. Additionally, Table 10 indicates the
umber of fluid particles per each simulation (fifth column) and the
equired runtime (sixth column) for solving the specified physical time
in parentheses) using the GPU accelerated version of the code.

The buoy motion (heave and surge, (a) and (b) in Figs. 7 and 8),
espectively) shows overall good agreement in terms of period for both
ases and for the three particle resolution, whereas the amplitude needs
urther discussion. Making reference to Fig. 7, the heave evolution
atches perfectly with the experimental one, regardless of dp. On the

other hand, the surge motion is consistently underestimated during the
regular wave train; such a tendency is still in place while the focused
train is hitting the float, but showing a slight horizontal average drift.
A similar pattern can be observed in [44], where the same device
is simulated, under the same wave conditions, with the meshbased
fluid solver integrated in OpenFOAM; this work concluded that the
9

Table 10
Case array for the WEC validation under embedded focused waves.

Label 𝐹𝜇 𝑐𝑃𝑇𝑂 𝑑𝑝 [m] Particles [106] Runtimea

R/4 1.815 15 h (38.00 s)
C0 0.000 N 2.795 Ns/m R/5 3.438 32 h (38.00 s)

R/6 6.158 75 h (38.00 s)

R/4 1.815 13 h (33.20 s)
C2 6.755 N 2.795 Ns/m R/5 3.438 30 h (33.20 s)

R/6 6.158 64 h (33.20 s)

aThe values exposed in this column refer to simulations performed on a GPU NVidia
RTX2080Ti.

Table 11
Estimated errors for the float motion (Heave and Surge) and the line force.

Label 𝑑𝑝 [m] 𝑊 Heave 𝑊 Surge 𝑊 line force

C0
R/4 0.799 0.701 0.629
R/5 0.815 0.724 0.628
R/6 0.830 0.759 0.671

C2
R/4 0.631 0.712 0.640
R/5 0.659 0.725 0.656
R/6 0.658 0.709 0.717

surge underestimation was (excerpted from the [44]) ‘‘partly attributed
to the fact that the [numerical] model neglects the line elasticity’’.
In disagreement with this conclusion, the evidence produced by the
proposed model shows that by neglecting the line stiffness it cannot
fully explain the observed discrepancy. Moving on to Fig. 8, the heave
motion initially follows the experimental trend; when, however, a form
of steady state is reached, the heave is consistently overestimated for
the regular wave train, whereas it fully agrees during the focused
part. For what concerns the surge motion, the response shows similar
features to the previous case.

The forces estimated in the line remain in agreement with the
experimental references. For the case with no damping (Fig. 7(c)),
the model provides an accurate response on account of both the time
evolution and the overall magnitude of the peaks. During regular
waves, the system shapes a pattern very close to the experimental trend,
and the quality of the signal improves as the particle resolution does.
In contrast with the motion of the buoy, the force evolution for the
case with damping, C2, can be qualified as sufficiently accurate for the
following aspects. First, the main peak is well caught, proving again
that the particle resolution of the model can improve the quality of
the results; however, the secondary peaks of the focused wave show a
partial overestimation. Secondly, the regular part results in a different
periodic pattern, which agrees with the reference data but for a spike
in the aftermath of the wave crest.

A final picture of the numerical model performance is given in
Table 11. The definition of 𝑊 (Eq. (18)) is run over the numerical time
series reported in Figs. 7 and 8; the error is defined with reference to the
experimental time series. For Case 𝑪𝟎 the model predicts quite well the
eave motion, whereas the surge shows a consistent underestimation
hat makes it score as good (ref. [81]); the predicted time series for
he line forces proves to be in fair agreement with the reference one.
or Case 𝑪𝟐, the model provides an overestimated time series for the
eave motion, scoring as reasonable, whereas the surge motion and the
ine forces show similar figures as for 𝑪𝟎.

Further insights about the performance of the Uppsala WEC can
e inferred from the charts shown in Figs. 9 (translator and end-stop
isplacements, and line stretching) and 10 (translator velocity). The
hree charts report key information about the internal dynamics of the
TO system and the stretching function of the mooring line for the cases
0 and C2 with an initial particle spacing of 𝑅∕6. The motion of the

ranslator, which takes places along the 𝑧-direction, is mostly driven by
he heave component of the buoy’s motion due to the particular bound
hat the mooring line creates. A plausible figure for the work done by
he surge component is around 2% of the overall work done by the
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Fig. 7. Experimental and numerical buoy position in heave (a) and surge (b) motion, and line force (c) for the case with no PTO frictional damping (𝑪𝟎) reported in Table 8.
eave. The two charts 9(a) and 9(b) report the stretching evolution of
he line that is computed as 𝐿(𝑡)−𝐿0, being 𝐿(𝑡) the length of the line in
ime. Note that in both panels, at the beginning of the simulations, the
ine stretches around 2 cm reaching equilibrium for a tension of around
N (refer to the first 3 s in 7(c) and 8(c)). For the case with no damping

Fig. 9(a)), the line stretches almost in unison with the motion of the
ranslator, and some spikes appear when the translator hits the end-
top, which can be paired with the spikes shown in Fig. 10. On average,
he magnitude of the stretch seldom exceeds the equilibrium value,
ue to the absence of resistance in the translator motion. On the other
and, the presence of a damping function in the PTO (Fig. 8(c)) strongly
hanges the stretching function: the line is engaged with higher tension
or the moment the translator starts its motion, showing fainter peaks
t the moments of impact.

Fig. 11 reports six frames of the simulation C0 when the main
eak of the focused train is striking the buoy; the first row depicts the
elocity field interpolating values over the particles surrounding the
loat, and the second shows the 𝑦-component of the vorticity field over
he computational nodes. Three instants of the simulation are captured
ere, namely when the main crest of the focused wave approaches
he float (a) and (d); the crest is at buoy’s location (b) and (e); and
mmediately after the crest overtakes the float (c) and (f), in the
oment when the line force peaks. In addition, the frames point out the
on-breaking nature of the waves described by the numerical model,
hich reduces the likelihood of slamming loads onto the float outer

urface (for more see: [28]). The vorticity field shows the effects of the
nteraction of the body with the surrounding fluid, highlighting a high
10

ass transport around the hull of the device. As a whole, the device
is utterly submerged during this event, thus hampering the presence of
slamming loads.

By discussing the quantities not reported in the experimental pool of
data, useful information can be deduced. First of all, the presence of a
damping function helps in reducing the magnitude of the forces that are
generally experienced on the internal components of the power take-off
and on the mooring line, thanks to the smoothing effect of the magnetic
field on the dynamics of the translator. The line sees a more stable
stretching function, which, in turn, implies a force trend more suitable
for investigating fatigue cycles. However, the peak force is hardly
altered by the presence of the damper, due to similar peak speeds at
the moment of impact of the end-stop during the main peak of the
focused wave. Finally, it can be concluded that higher snatching forces
are expected when the line retakes tension, due to the combination
of the inertia of the translator and the frictional force of the damping
system.

Trying to hypothesize the reasons for the mismatching in some
of the previously exposed quantities, it is possible to highlight some
of differences in the physical and numerical configurations, the most
important of which is the mass distribution on the geometry of the
float. This conclusion is strengthened by the agreement shown in
Fig. 8(a) when the motion is driven by the focused wave group: in this
circumstance, the pitching motion becomes negligible due to the type of
forces involved and only the shape of buoy can affect the magnitude of
the force. Another source of discrepancy may arise from the wave-line
interaction which can affect the magnitude of the force, albeit neglected
in this work. It is worth mentioning that the artificial viscosity treat-

ment used for this validation may have played a meaningful role in the
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Fig. 8. Experimental and numerical buoy position in heave (a) and surge (b) motion, and line force (c) for the case with PTO frictional damping (𝑪𝟐) reported in Table 8.
phenomenon under discussion. However, further research is needed to
identify the nature of this numerical–experimental mismatching, which
occurred for the simulations presented in this work and it was observed
in [44] as well.

7. Study with irregular waves

Extreme loads are typically defined as the maximum loads that can
be expected during a specific duration, e.g., the n-year design loads.
The return period must be defined according to the nominal life of the
structure and to the expected failure mode [21]. As such, for the aim of
the following analyses, the considered wave condition is not indicative
of any specific safety check (more on this in EN1998 [21]); instead, it
is used as a proxy for showing the general capabilities of the proposed
tool. As a matter of fact, also specified in the reference research [25,42],
the chosen event corresponds to a return period of 80 years at the Wave
Hub site, located in southwest UK. This event was not chosen for a
specific purpose, being not linked to any specific safety check thereafter
performed (i.e., the Limit State was not identified).

The study performed in this section determines the dynamic re-
sponse of the Uppsala WEC under irregular sea states, representative
of realistic, extreme conditions. The time series of irregular waves is
generated using a JONSWAP power density spectrum by means of an
internal tool [82]. A stretched algorithm as described in [71] is used to
define the band-width of the irregular wave train that has significant
wave height 𝐻𝑚0 = 0.27 m and peak period 𝑇𝑝 = 2.393 s in 2.50-
m water depth. To obtain a series of 500 waves, 1200 s of physical
11

time are used to run the simulation; hence, the computational time
is balanced by performing the following analyses (with and without
device) discretizing the domain with an initial inter-particle distance
𝑅∕5 (ref. Table 10), resulting in a computational time of roughly 800 h
(30 days). This initial particle spacing provides sufficient accuracy as
shown Table 11.

The same configuration of the numerical tank presented and val-
idated in Section 5 (Wave tank) is utilized for wave generation and
propagation. The motion of the piston is internally computed to match
the time series, and corrected in time by an AWAS system. The accuracy
of the system’s generation and propagation capabilities is assessed
through a simulation devoid of the device; the wave surface elevation at
the buoy’s location is gauged and analyzed by means of an FTT. Fig. 12
depicts the reference wave density spectrum, the theoretical one, and
the numerical one. This comparison shows that the system produces
the target free-surface elevation with sufficient accuracy, capturing the
peak period with a 3%-error and slightly overshooting the 𝐻𝑚0 value
of about 4%.

The whole numerical domain validated in Section 6 is used to
express the extreme forces as function of the PTO configuration. Ac-
cording to the values of the applied damping shown in [42], four
test cases (I0-I3) are defined to evaluate the response of the system
under irregular waves. The configuration of the damper for each case
is presented in Table 12. To better adhere real PTO system working
principles, the Coulomb-like damping is no longer included here, thus
using solely a velocity-proportional one. The parameter 𝑐ℎ is deemed to
be representative of the energy conversion process that takes place into

the PTO (adjustable), whereas 𝑐𝑃𝑇𝑂 simulates the internal dissipative
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Fig. 9. Translator and end-stop displacements evolution, and line stretching function
during case C0 (a) and C2 (b) reported in Table 8, for the initial particle spacing 𝑅∕6.
The dashed gray lines report the lower bound of the end-stopping system, which is
fixed.

Fig. 10. Translator velocity evolution during case C0 and C2 reported in Table 8, for
he initial particle spacing 𝑅∕6.

Table 12
Definition of the generator damping for the numerical model analysis under irregular
waves.

Label 𝑐ℎ 𝑐𝑃𝑇𝑂
I0 0.000 Ns/m 2.795 Ns/m
I1 3.333 Ns/m 2.795 Ns/m
I2 6.755 Ns/m 2.795 Ns/m
I3 9.725 Ns/m 2.795 Ns/m

mechanisms, shared among all the cases (fixed). Note that the Coulomb-
to-viscous transformation is performed according to the scale factors
given in [70].

The output of the numerical model for the four configurations
presented in Table 12 is post-processed according to the following
query. The wave height evolution measured in front of the device
12

c

in each test is partitioned into single periods 𝑇𝑖 with a down-zero-
rossing function; the zero-cross procedure has been set to include in
ach time window a trough and the ensuing crest. In agreement with
he identification of each zero-cross interval, the other quantities are
artitioned as well. Specifically, within each 𝑇𝑖, the wave height 𝐴𝑖 is
alculated as the straight sum of the minimum and maximum absolute
alues of the free-surface elevation function; mins and maxs are then
lso combined to define another quantity, 𝐻2

𝑖 = 𝐻2
𝑚𝑎𝑥.𝑖+𝐻2

𝑚𝑖𝑛.𝑖 that may
e considered as representative of the wave energy content; using the
vailable information of the translator motion, the PTO absorbed power
er period 𝑃𝑖 = 𝑐ℎ ∫ �̇�2𝑑𝑡 is built; finally, the velocity evolution of the
ranslator is used to retrieve the peak velocity per period 𝑉𝑖 = 𝑚𝑎𝑥(|�̇�|).
urthermore, the line force in each 𝑇𝑖 is taken as the force peak within
he identified time window, that is, 𝐹𝑖 = 𝑚𝑎𝑥(𝐹𝑙𝑖𝑛𝑒).

The charts proposed in Figs. 13(a) and 13(b) make use of the subsets
f data computed in the preceding step. The former employs the wave
eight 𝐴𝑖 and the peak force 𝐹𝑖, and it shows a scatter plot for each
uo of wave height-peak force for the two extreme cases 𝑰𝟎 and 𝑰𝟑 in
erms of damping. The second chart proposes an extreme value analysis
f the peak force 𝐹𝑖 through the exceedance probability function for the
ine forces of the four irregular wave tests 𝑰𝟎 − 𝑰𝟑. The main body of
orces is linearly correlated to the wave height, clearly identifying a
hreshold where the slope of the relationship dramatically increases.
his point (around 𝐴𝑖 ≈ 0.27 m) corresponds to the activation of the
nd-stopping system. Being the threshold higher than the total stroke
ue to the fact that the mean period of the hitting waves is not nearly
lose to the fundamental heave period of the system, which refers to
he structure without end-stopping system. As pointed out by previous
esearch on the same device [25,42,44], the main effect of increasing
he PTO is to mild the extreme actions on to the system, which is
onsistently reported in this research as well. By comparing the trend
f each data set (dashed lines in Fig. 13(a)), this aforementioned result
s more visible. This is also straightened by the pattern of the lines
eported in Fig. 13(b), which substantially show that the configuration
ith no damping is more likely to experience higher forces.

The data used in the extreme value analysis (Fig. 13) can provide
n estimate of the maximum loads that might be expected to occur for
he specified return periods. It is clear that the system benefits from
he increase in internal damping for what accounts extreme values,
or example, of the line forces. As a drawback, however, the damping
hifts the force plateaus around smaller wave amplitudes — this fact
oncerns the most when fatigue analysis of the system is performed.
thorough design of the line diameter, material, and kind of fairlead

onnections should account for both conditions, as such fulfilling all
he design requirements at once. A final piece of insight can be gained
rom inspecting the dependence of the exceedance probability on the
TO damping: it suggests that a value in between the cases I1 and
2 could provide the right balance between the serviceability and the
urvivability safety checks (safety and function).

Complementary to the previous analyses, a final part of this inves-
igation deals with an in-depth examination of the dataset presented at
he beginning of this section. For the four cases I0-I3, Fig. 14 charts
he measured line peak forces against the individual wave height of
he incident wave 𝐴𝑖 (first column); the sum of the squared crest
nd trough 𝐻2

𝑖 (second column); the PTO absorbed power per period
𝑖 = 𝑐𝑃𝑇𝑂 ∫ �̇�2𝑑𝑡 (third column); and the maximum translator velocity
er period 𝑉𝑖 = 𝑚𝑎𝑥(|�̇�|) (fourth column). Each scatter plot is fitted
y a least-squares line and includes the Pearson correlation coefficient
= 𝜌(𝐹 ,𝑄), where 𝐹 arrays the 𝐹𝑖 scalars, and 𝑄 arrays the four

ariables (i.e., 𝐴𝑖, 𝐻2
𝑖 , 𝑃𝑖, and 𝑉𝑖).

Fig. 14 suggests that the damping increases the linearity of the
ystem’s response, considered in terms of forces, for the four defined
uantities. The first two rows show a high dispersion of the scatter plots
s well around the fitting lines, whereas rows three and four show a
ore stable behavior and both the wave height and the wave energy
ould be used to make predictions about the evolution of the system for
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Fig. 11. 3D visualization of the numerical simulation 𝐂𝟎 for the resolution 𝑅∕6. The snapshots represent three instants of it, respectively: the main crest of the focused wave
approaching the float (a) and (d); when the crest is at buoy’s location (b) and (e); and just after the crest (c) and (f), when the line force peaks. The colorbar above each row of
frames reports the velocity magnitude for the surfaces, and the vorticity for the particle array around the float.
Fig. 12. Wave spectra for the case of irregular waves, comparison between the
JONSWAP spectrum (𝑇𝑝 = 2.393 s, 𝐻𝑚0 = 0.27 m, depth= 2.50 m), the reference one
obtained with 500 wave periods, and the numerical one (resolution 𝑅∕5) obtained from
a simulation without the device.

modified conditions. The first two columns, which could be seen as a
re-arrangement of the data in Fig. 13, prove that when a relevant value
of the PTO damping is included in the system, its response correlates
well with the external cause. The fourth column, instead, reveals that
the peak velocity of the translator sensibly reduces with the increase
of damping, meaning that the nature of the peak force is not related
to translator hitting the end-stop, which can be taken as the instant
when the velocity peaks, but rather to the end-stop spring reaching its
maximum compression.

The following conclusions can be drawn from the extreme analysis
presented in this section. The Uppsala WEC surely benefits from uti-
lizing a greater value for the PTO damping: in the first place, more
power is harvested by the system for smaller wave amplitudes and
this may increase its revenue assuming that the system is connected
to the grid; secondly, the reduced mobility of the translator inside
the PTO can diminish detrimental effects on to the casing and, in
turn, on the foundation. However, this effect is relegated to certain
13
Fig. 13. (a) Measured force peaks for the four irregular wave tests 𝑰𝟎 and 𝑰𝟑, plotted
against the individual wave height of the numerical incident wave. The dashed lines
represent the running average of each set of data and are included to improve the chart
readability. (b) Extreme value analysis through the exceedance probability function for
the line forces of the four irregular wave tests 𝑰𝟎 − 𝑰𝟑.



Applied Energy 311 (2022) 118629B. Tagliafierro et al.
Fig. 14. Measured force peaks in irregular wave test 𝑰𝟎− 𝑰𝟑 plotted against the individual wave height of the incident wave 𝐴𝑖 (first column); the squared individual wave height
𝐻2

𝑖 (second column); the PTO absorbed power per period 𝑐ℎ ∫ �̇�2𝑑𝑡 (third column); and the maximum translator velocity per period �̇� (fourth column). Each scatter plot reports
the value of the Pearson correlation coefficient 𝜌 and a least-squares (red) line.
values of damping and only for extreme forces. It turns out that the
harvesting function performance and the lifespan of the mooring system
are interlocked. The optimization of the system must account for this
feature, balancing the expected line load in the various conditions.

The end-stopping system could also see improvement. Its spring
represents a booster during energy harvesting, but the primary duty
of this element is to protect the system against extreme events. Hence,
a way to reduce the peaks of the force would be to reduce the stiffness
of the spring, which entails a longer spring length and with cascading
effects on the design of the structure as a whole; it could also include
a viscous damper, thus making it more similar to a shock-absorber.

8. Conclusions

Using the Uppsala WEC as a benchmark, this work has validated
an open-source piece of software that combines the functionality of
two different computing libraries. The time evolution of the incident
wave, of the heave and surge motion, and the line force for two dif-
ferent PTO configurations are validated with contrasting experimental
data. It showed that the mesh-less nature of the Smoothed Particle
14
Hydrodynamics method has the right degree of maturity in handling
survivability simulations of floating devices meant for wave energy con-
version. Compared to meshbased solvers, violent and sudden changes
in device configuration and fluid mechanics do not affect the stability
and convergence of the system. Overall, DualSPHysics represents a
useful asset for studying the kinematics of marine structures, and it can
complement the set of tools already available for investigating wave
energy converters.

The dataset presented in this research paper demonstrates that the
proposed numerical model can capture the experimental behavior of
the Uppsala WEC point absorber with sufficient accuracy, envisaging
its use for analyses beyond this initial configuration. The proposed
numerical method has shown to be apt for the simulation of real wave
energy converters under extreme conditions. The validation was per-
formed using the Uppsala WEC, which is composed of a float, a mooring
line, and a complete power take-off system located at the sea floor,
which includes end-stopping systems. The calibration and validation
procedure could also be used to model devices with features similar to
those of the Uppsala WEC, where the complex interaction of mooring
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lines, mechanical constraints, and, of course, fluids themselves cannot
be disregarded, rather must be included to get reliable information.

This work suggests that the Uppsala WEC performance can be
improved. The management of the PTO internal damping turns out
to be critical to enhancing the capability of the device, for short- and
long-term conditions, and could be used to increase the robustness and
resilience of the system. In fact, a system with self-adjustable internal
damping, variable in time and in accordance with prior knowledge of
the sea state actually impacting the device, may increase the device’s
life expectancy. The end-stopping system could see improvement as
well. Although during the simulations carried out for this research
the free stroke never exceeded the maximum allowable stroke, spring
stiffness may be downgraded and coupled with a damper; this may
reduce the harvesting capabilities of the system, but it will surely
reduce the overall maximum actions.

Computational costs notwithstanding, a high-fidelity model, such as
the one presented in this paper, can be used to run long simulations,
considering complete sea states, and considering the high efficiency
of the DualSPHysics framework, it is doable even without using HPC
systems. Indeed, the expense of CFD simulations is well balanced by the
accuracy that they can provide. The execution of these tests numerically
leads to further knowledge of the system response with a high degree
of detail, while the reproduction of the PTO system with a highly
non-linear response, closely resembling real ones, allows investigating
the response of the system in energetic sea-state conditions. This can
provide feedback on possible strategies to be used to avoid oversizing
while maintaining comparable degrees of reliability.

The applicability of numerical models to solving engineering prob-
lems is now beyond question. However, the convergence and stability
problems that can arise when using state-of-the-art tools are not the
only obstacles to using them to simulate wave energy converters.
Passive and active control systems are a common practice for improv-
ing power capture performance; numerical simulations of dedicated
hardware and software require a further improvement of the proposed
code. On the validity and reliability of the results obtainable from the
proposed model, it can be stated that the scale of the device that was
used for validation purposes is relatively high, so much so that it can
be expected that they have comparable effects from the fluid viscous
forces (see [83]). Additional challenges arise from the way the power
take-off is simulated. For example, when scaling the results to full,
the pulley system used in the experiments has no full-scale analogs in
the offshore environment and the mooring line elastic properties are
generally different, although it may be selected to be consistent with
the dynamic properties of real counterparts (see [84]). However, more
research is needed to improve the reliability of scaling procedures for
point-absorbing wave energy converters.
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Appendix A. Coupling with project Chrono

A.1. Collision algorithm: smooth-contact code

Nonfluid objects are schematized as a set of particles; their motion is
imposed by the system of Eqs. (9)–(10), being the cause defined in (7).
When the distance between two approaching particles of two different
floating objects is within the interaction radius, another branch of
the code is demanded to estimate the forces that develop at contact.
For the application presented in this study, the soft-sphere discrete
element method (DEM) implemented in the Project Chrono library
is employed; this approach considers the outer envelope surface of
bodies to be deformable, which entails that the surfaces can overlap
during their collision to a certain extent. Following the Project Chrono
library coupling, the smooth-contact code (SMC) available from version
Chrono-4.0.0 with a single-core module (DEM penalty-based in [33]).

Due to the particular motion imposed to the colliding rigid bodies,
in the following, a description of the contact force that develops in the
normal direction of collision is given. In fact, tangential forces are neg-
ligible and restricted to second-order deformations due to the motion
of the PTO system being modeled in this work. The colliding objects
(translator and the two end-stoppers (ref. to Fig. 2)) are restricted to
move along the same axis.

The normal contact force 𝑭 𝑛, according to the model presented
y [85]:

𝑛 = 𝑘𝑛𝛿
3
2
𝑛 �̂� − 𝑐𝑛𝛿

3
2
𝑛 𝑣𝑛, (19)

here 𝑘𝑛 is the normal stiffness, 𝑐𝑛 is the normal damping, 𝑣𝑛 is the
ormal component of the relative velocity at the point of contact, 𝛿𝑛
s the normal overlap, and �̂� is the unit vector pointing from one
article center to the other. The quantities 𝑘𝑛 and 𝑐𝑛 are defined
utomatically by the Chrono module starting from the user-defined
odulus of elasticity 𝐸𝑣, Poisson’s ratio 𝜈𝑐 and coefficient of restitution

. More details are given in [86].
The extent of overlap, relative collision velocity, and other material

roperties are used to calculate the forces and torques acting on the
odies. Then, particle positions and velocities are updated by resolving

ll forces and torques in the N-body system (Eqs. (8) and (9)).

http://monkey-island.uvigo.es
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A.2. Mechanical restrictions: spring damper

The translational degrees of freedom between rigid instances can
include reactive forces according to their relative motion. The element
that is able to exert this force is called spring–damper element. Let i and
j be two points belonging to two bodies, respectively; the relative force
can be defined such that:

𝐹𝑠𝑑 = 𝑐𝑠𝑑𝒗𝑖𝑗 ⋅ �̂�𝑠𝑑 + 𝑘𝑠𝑝𝒓𝑖𝑗 ⋅ �̂�𝑠𝑑 − 𝑓𝑠𝑑 �̂�𝑠𝑑 , (20)

where 𝑐𝑠𝑑 , 𝑘𝑠𝑑 , and 𝑓𝑠𝑑 are the viscous damping coefficient, stiffness,
and friction damping that are implemented in the element, respectively;
𝒓𝑖𝑗 and 𝒗𝑖𝑗 are the relative position and velocity between points i and
j. The term

�̂�𝑠𝑑 =
𝒓𝑗 − 𝒓𝑖
|𝒓𝑗 − 𝒓𝑖|

, (21)

is the direction along which the force is applied; 𝒓𝑖 and 𝒓𝑗 identify the
osition of the points. Note that no predictive algorithm is used for the
inal position of the connected nodes, thus the force is identified at each
ime step within one loop.

ppendix B. Coupling with MoorDyn+

.1. Lumped-mass mooring line model

The lumped-mass approach consists in partitioning the entire un-
tretched length of a line (𝐿0) into 𝑁 equally long segments, generating
n 𝑁 + 1 number of nodes. The position of each node that makes up
he line in an absolute reference system is stored as 𝒓𝑖, with 𝑖 spanning
ver 𝑖 = 1...𝑁 + 1. The properties of each segment are inherited from
he overall geometry of the line, which is defined by the parameters:
= 𝐿0∕𝑁 ; volume-equivalent area (𝐴 = 𝜋∕4𝑑2, being 𝑑 the volume-

quivalent diameter), density(𝜌), net mass 𝑚𝑖 = 𝐴𝑙(𝜌−𝜌𝑤), being 𝜌𝑤 the
water density), elasticity modulus (𝐸), and internal damping coefficient
(𝐶𝑖𝑛𝑡). An important assumption is made on the kinematics of the node:
the tangential direction is defined as:

�̂�𝑖 =
𝒓𝑖+ − 𝒓𝑖−
|𝒓𝑖+ − 𝒓𝑖− |

, (22)

where 𝒓𝑖+ and 𝒓𝑖− identify the position of the proceeding and the
ollowing nodes in the line, respectively. It must be noticed that this
rocedure cannot be applied to the boundary nodes.

.2. Internal forces

The system of equations that is ultimately solved to identify the
osition of each node is built by considering the internal forces coming
rom the two connected segments. Based on the hypothesis that each
egment behaves as a spring–damper element, the internal forces net
uoyancy 𝑊 , can be defined as follows.

𝑖+ = 𝑚𝑖 ∗ 𝒈, (23)

𝑻 𝑖+ = 𝐸𝐴𝜖𝑖+
𝒓𝑖+ − 𝒓𝑖
|𝒓𝑖+ − 𝒓𝑖|

∪ 𝜖𝑖+ > 0, (24)

𝑪 𝑖+ = 𝐶𝑖𝑛𝑡𝐴�̇�𝑖+
𝒓𝑖+ − 𝒓𝑖
|𝒓𝑖+ − 𝒓𝑖|

∪ 𝜖𝑖+ > 0, (25)

here 𝒈 is the vector of gravity acceleration, 𝜖𝑖+ and �̇�𝑖+ are respectively
he strain and the strain rate in the segment 𝑖+ . It is important to stress
hat the constraints imposed over the rate and the strain rate makes
he line only engaged in tension. The model herein used also does not
ccount for bending and torsional stiffness that may be important to
odel more complex classes of mooring devices.
16
.3. External forces

The MoorDyn library implements the effects of the line motion in
till water by applying the hydrodynamic drag forces, which are solely
roportional to the absolute node velocity �̇�𝑖. The virtual geometry
f each segment interacting with water is considered cylindrical and
ully rigid. The transverse load on the line is calculated by using the
pproach proposed by [87], which yields:

𝑡,𝑖 = −1
2
𝜌𝑤𝜋𝑑𝑙𝐶𝑑𝑡‖(�̇�𝑖 ⋅ �̂�𝑖)�̂�𝑖‖(�̇�𝑖 ⋅ �̂�𝑖)�̂�𝑖, (26)

𝑡𝑟𝑎𝑛𝑠,𝑖 =
1
2
𝜌𝑤𝑑𝑙𝐶𝑑𝑛‖(�̇�𝑖 ⋅ �̂�𝑖)�̂�𝑖 − �̇�𝑖‖((�̇�𝑖 ⋅ �̂�𝑖)�̂�𝑖 − �̇�𝑖), (27)

here 𝐶𝑑𝑡 and 𝐶𝑑𝑛 are the tangential and the transverse drag coeffi-
ients, respectively.

The added mass force at each node, when considering the tangential
nd the transverse contributions, can be expressed as:

𝑎,𝑖 = 𝜌𝑤𝐴𝑙[𝐶𝑎𝑛(𝑰 − �̂�𝑖 �̂�
𝑇
𝑖 ) + 𝐶𝑎𝑡 �̂�𝑖 �̂�

𝑇
𝑖 ], (28)

here 𝐶𝑎𝑛 is the added mass coefficient in the transverse direction, 𝐶𝑎𝑡
s the tangential added mass coefficient, 𝑰 is the 3 × 3 identity matrix.

.4. Mass and integration

The second-order system of equations that accounts for the mooring
ine dynamic can be written as follows:

𝒎𝑖 +𝒎𝑎,𝑖)�̈�𝑖 = 𝑻 𝑖+ − 𝑻 𝑖− + 𝑪 𝑖+ − 𝑪 𝑖− +𝑾 𝑖 +𝑫𝑡,𝑖+

+ 𝑫𝑡𝑟𝑎𝑛𝑠,𝑖 for 𝑖 = 2...𝑁,
(29)

here 𝒎𝑖 = 𝐴𝑙𝜌𝑰 . The system is closed by the boundary conditions
iven at the cable-end nodes (fairleads or fixed), which represent the
nterfaces over which the MoorDyn library and the DualSPHysics code
ommunicate. In fact, as it is shown in [58], the coupling sets a
osimulating environment, where two simulations run in separate tasks.
oorDyn+ solves the 3(𝑁 + 1) equations using a constant-time-step

econd-order Runge–Kutta integrator.

.5. Stability and segment damping

One of the main drawbacks of the lumped-mass approach to model
able in general is the introduction of higher modes of vibration along
he axis of the line, which may give rise to nonphysical node oscillation.
his problem is worked around in the formulation presented in [34]
y finely setting the value 𝐶𝑖𝑛𝑡 that can damp out components with
requencies close to the smallest one. The phenomenon has a natural
requency defined as:

𝑛 =
1
𝜋𝑙

√

𝐸
𝜌
. (30)

Eq. (30) shows that the natural frequency depends on the user
defined parameter N, being 𝑙 = 𝐿0∕𝑁 . The radicand only accounts
or the material being modeled that for the case of polyester fiber
𝐸 ≈ 1 GPa and 𝜌 ≈ 1000 kg/m3) yields to 𝑓𝑛 ≅ 10∕𝑙 Hz. This segment

vibration is hence damped out by introducing a line internal damping
(𝐵 [N s]) that almost makes the system critically damped (𝜉 close to 1)
at 𝑓𝑛 and it can be obtained through:

𝐵 = 𝜉𝑙
√

𝐸𝜌. (31)

The numerical treatment that is deployed to avoid having the line
response dominated by resonance generated by the discretization could
have an impact on the dynamics of interest if the dominant frequencies
are close to 𝑓 .
𝑛
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