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Vibration energy harvesting is increasingly being seen
as a viable energy source to provide for our energy-
dependent society. There has been great interest
in scavenging previously unused or wasted energy
in a large variety of systems including vibrating
machinery, ocean waves and human motion. In
this work, a bench-top system of a piecewise-linear
nonlinear vibration energy harvester is studied. A
similar idealized model of the system had previously
been studied numerically, and in this work the method
is adjusted to better account for the physical system.
This new design is able to actively tune the system’s
resonant frequency to match the current excitation
through the adjustment of the gap size between the
oscillator and mechanical stopper; thus maximizing
the system response over a broad frequency range.
This design shows an increased effective frequency
bandwidth compared with traditional linear systems
and improves upon current nonlinear designs that are
less effective than linear harvesters at resonance. In
this paper, the physical system is tested at various
excitation conditions and gap sizes to showcase the
new harvester design’s effectiveness.

1. Introduction
As society continues to move towards a digital and
electrified future, there is an increasing need to
find new or improved renewable energy methods to
meet the unprecedented demand, while also reducing
dependency on carbon-based fuel sources. One promising

2023 The Authors. Published by the Royal Society under the terms of the
Creative Commons Attribution License http://creativecommons.org/licenses/
by/4.0/, which permits unrestricted use, provided the original author and
source are credited.
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renewable energy source comes from vibration energy harvesters. These devices operate by
scavenging the energy in ambient vibrations and converting it to usable electrical power [1,2].
With many possible applications, this technology has been of great interest to researchers recently.
In engineered systems such as rotating machinery or bridges, a vibration energy harvester (VEH)
could be used to scavenge the wasted energy in vibrations [3–5]. The previously unused energy
could then be used to power a suite of sensors monitoring the system conditions. This is especially
useful in applications where external wiring or the use of batteries is unfeasible. VEHs could also
be used for much larger electrical grid-scale applications by extracting energy from the ocean
waves in coastal waters [6,7]. In the USA alone, it is estimated that there is as much as 2.64 trillion
kWh of energy potential in these coastal waters [8]. This is about 64% of the yearly utility-scale
energy production in the country. By tapping into this relatively unused renewable energy source,
dramatic increases in clean energy production and decreases in fossil fuel reliance are possible [9].

The most simple VEHs operate by exploiting the motion of a simple lightly damped linear
oscillator at resonance [10]. When the dominant frequency of the ambient vibration matches
the system’s resonant frequency, the motion of the oscillator is greatly amplified compared with
the ambient vibrations. The motion of the oscillator is then used to generate electricity through
a variety of methods (electromagnetic, piezoelectric, etc.). The issue with this simple design
lies in its inherent frequency response characteristics. While at resonance the performance is
optimal, as the ambient vibration strays from resonance, the performance of this simple device
dramatically decreases. This is not ideal for many applications where the ambient frequency is
often changing, leading to suboptimal performance. To increase the efficiency of VEH designs and
broaden the effective frequency range, researchers have devised alternative methods of energy
harvesting. One alternative method is to use a nonlinear vibration energy harvester [11–18]. These
designs leverage nonlinearities in the materials or geometry to broaden the effective frequency
range of the VEH. While these methods did show an increased frequency range, the maximum
performance at resonance is reduced compared with linear harvesters at resonance. Another
alternative method used is array harvesting. In these systems, a large number of linear VEHs
with varying resonant frequencies are combined, to try to ensure that the device is operating near
at least one of the resonant values. While one of the harvesters can match the performance of a
linear VEH at resonance, the energy density is reduced due to the increased system complexity
making these systems suboptimal in practical applications [19–21].

Another promising method of broadband vibration energy harvesting of interest to researchers
is bi-stable or multi-stable systems that can leverage the largest amplitude response to ensure
maximum performance of the system. Wang et al. [22,23] proposed a bistable harvester with a
rolling central magnet. Using the forces of the opposing magnets in the system, an oscillator is
created that is used to harvest ambient vibrations. As is common with many of these systems, this
system did not show high vibration performance for all excitation conditions, namely the reverse
frequency sweep. Bendame et al. [24,25] also proposed a springless VEH with stoppers positioned
at the ends of the harvester. In this system, a nonlinearity in the form of a mechanical stopper
is introduced into the traditional linear system creating a piecewise-linear (PWL) nonlinear
oscillator to change the dynamics of the system. While increased bandwidth was shown in this
system, the harvester still did not perform as effectively as a tuned linear harvester at resonance
for individual frequency points. These proposed PWL harvesters have taken many forms [26–33],
but the maximum performance compared with a linear system at resonance is still reduced.

In order to overcome these obstacles to effective energy harvesting, a new PWL nonlinear
harvester has recently been proposed and numerically investigated [34]. In the proposed design,
an actively controlled mechanical stopper is positioned across from the traditional linear VEH.
By adjusting the position of the stopper, the resonant frequency of the system can then be tuned,
ensuring optimal performance even when the excitation varies. Unlike other methods using PWL
systems, this proposed method is able also to match the theoretical performance of a linear
harvester at a resonance frequency within its range of operation. To calculate the optimal gap size,
the bilinear amplitude approximation (BAA) method is used [35]. This is a method previously
developed to efficiently predict the response of complex PWL nonlinear systems, and has been
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demonstrated both computationally and experimentally [36–39]. The BAA method is used before
operation of the device to precompute the resonant gap sizes over the frequency range of interest.
While the device is operating, the amplitude and frequency of the excitation signal are extracted.
Using the precomputed resonant gap sizes and the extracted signal information, the gap is then
set to the optimal position. This process is then repeated during the operation of the device.
The previous computational study showed that this design performs more effectively than many
other VEHs for a number of cases since it can operate efficiently for a wide variety of excitation
conditions [34].

In this work, an experimental investigation of the new harvester design is conducted. In order
to demonstrate the effectiveness of the new PWL nonlinear harvester, the system is tested at a
variety of excitation conditions and the dynamics of the system are monitored. These results are
then compared with the computational predictions. Modifications were made to the previous
idealized computational model presented in [34] to account for parameters not considered in
the previous idealized study. The remainder of this work is organized as follows. First, the
computational methodology section introduces the changes to the computational model. The
dynamics of the system, control process and electromagnetic model are also introduced in this
section. Next, the experimental set-up and parameter identification process are presented in the
experimental methodology section. Finally, the physical study section tests the system at various
excitations and gap sizes to prove the efficacy of the design.

2. Computational methodology
This section outlines the new mathematical model of the PWL harvester that includes the contact
mass, the solution method using BAA with the additional contact mass and the model of the
electromagnetic induction that will predict the power output of the harvester.

(a) Mechanical mathematical model
The mechanical model for the system is shown below in figure 1. As mentioned, the previous
computational study did not account for the contact mass of the stopper. Changes were made
to the computational process to model the physical system more accurately and are introduced
below.

In the harvester design, a simple linear oscillator of mass m, stiffness k and damping coefficient
c is positioned across from a linear actuator. Attached to the linear actuator is a mechanical stopper
of mass m∗, stiffness k∗ and damping c∗. It is assumed that the damping in both components is
linear and viscous. These two components are intermittently contacting as the system is excited
from the base by displacement y(t). The linear actuator is used to set the gap size g(t). Note that
the gap size is solely dependent on the actuator position and does not depend on the position
of the mass x(t). In order to convert the mechanical energy of the system to electrical energy, a
conductor coil is also wound around the axis of motion of the central mass, which is a magnetic
material with poles oriented in the direction of motion as seen in figure 1. A change from the
computational study is that the mass of the stopper m∗ has been included to account for the
inertial effects of the stopper.

The equations of motion of the system are shown below in equation (2.1). The variable x̄ = x − y
is the motion of the mass with respect to the base and the parameter m̄ = m + m∗ is the combined
mass of the oscillator and the contact mass.

m̄ ¨̄xc(t) + (c + c∗) ˙̄xc(t) + (k + k∗)x̄c(t)

= −m̄ÿ(t) + c∗ġ(t) + k∗g(t) when x̄ ≥ g,

and m ¨̄xo(t) + c ˙̄xo(t) + kx̄o(t) = −mÿ(t) when x̄< g.

⎫⎪⎪⎪⎬
⎪⎪⎪⎭

(2.1)
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conductor coil for transducer

adjustable gap size g(t)
linear actuator

m m* k*, c*k, c

y(t)

x(t)

Figure 1. Mechanical model of the PWL harvester with electromagnetic transducer. Design consists of a PWL oscillator with a
linear actuator controlling the gap size.

y(t) y(t)

mm m* m*k*, c* k*, c*k, c k, c

x(t) x(t)

(a) (b)

Figure 2. (a) System in closed state. (b) System in open state.

Note that the subscript c denotes the system operating in the closed/sliding state or x̄ ≥ g and the
subscript o denotes the system in the open state or x̄< g. The system in its closed and open states
is shown in figure 2.

After dividing by the mass in each equation, the system can be rewritten as

¨̄xc(t) + 2(ζc1ωc1 + ζc2ωc2) ˙̄xc(t) + (ω2
c1 + ω2

c2)x̄(t)

= ÿ(t) + 2ζc2ωc2ġ(t) + ω2
c2g(t) when x̄ ≥ g,

and ¨̄xo(t) + 2ζoωo ˙̄xo(t) + ω2
o x̄o(t) = −ÿ(t) when x̄< g.

⎫⎪⎪⎪⎬
⎪⎪⎪⎭

(2.2)

The parameters introduced in equation (2.2) are defined below.

ω2
o = k

m
and ζo = c

2mωo

and

ω2
c1 = k

m̄
, ζc1 = c

2m̄ωc1
, ω2

c2 = k∗

m̄
and ζc2 = c∗

2m̄ωc2
.
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Next, time-related dimensionless variables are introduced and listed below.

τo =ωot and ρo = α

ωo

and
τc =ωc1t, ρc = α

ωc1
and ρ∗

c = ωc2

ωc1
.

For simplicity and due to the fact that BAA was developed for use with periodic excitation, it is
assumed the system is subjected to harmonic excitation y(t) = y0 sin (αt) where α is the excitation
frequency and y0 is the amplitude of excitation. Equation (2.2) can then be rewritten with the
dimensionless variables as:

¨̄xc(τc) + 2(ζc1 + ζc2ρ
∗
c ) ˙̄xc(τc) + (1 + ρ∗

c
2)x̄(τc)

= ρ2
c y0 sin (ρcτc) + 2ζc2ρ

∗
c ġ(τc) + ρ∗

c
2g(τc) when x̄ ≥ g

and ¨̄xo(τo) + 2ζo ˙̄xo(τo) + x̄o(τo) = ρ2
o y0 sin (ρoτo) when x̄< g.

⎫⎪⎪⎪⎬
⎪⎪⎪⎭

(2.3)

Note that for a certain excitation frequency α, τo �= τc and ρo �= ρc. This is due to the
dimensionless variables chosen above. The following equation gives the conversions between
the closed and open domains:

τo = τc

√
m̄
m

and ρo = ρc

√
m
m̄

. (2.4)

Finally, to allow for precomputation of the system response independent of the base motion,
the following displacement-related dimensionless variables are introduced as

u = x̄
y0

and δ = g
y0

. (2.5)

By scaling x̄ and g by the base amplitude y0, the results of the computational process can be
applied to any level of base excitation, enabling offline precomputation. The final equations of
motion of the system are then given in equation (2.6) as

üc(τc) + 2(ζc1 + ζc2ρ
∗
c )u̇c(τc) + (1 + ρ∗

c
2)u(τc)

= ρ2
c sin (ρcτc) + 2ζc2ρ

∗
c δ̇(τc) + ρ∗

c
2
δ(τc) when u ≥ δ,

and üo(τo) + 2ζou̇o(τo) + uo(τo) = ρ2
o sin (ρoτo) when u< δ.

⎫⎪⎪⎪⎬
⎪⎪⎪⎭

(2.6)

(b) System dynamics
The BAA method is used to solve equation (2.6) and predict the system response for various
gap sizes. The fundamental idea of the method is that the vibration cycle of a PWL oscillator is
simply the coupled response of the system in its open and closed states. It is also assumed that
for the single vibration cycle, the response is only in each state once, giving an overall period
of T = To + Tc; To being the time interval in the open state and Tc being the time interval in the
closed state. The coordinates of the system in the open and closed states can then be given by the
following equation by combining the linear steady-state and transient responses as:

uc(τc) = e−ζ̄ ρ̄τc ac sin (
√

1 − ζ̄ 2ρ̄τc + φc)

+ (ρc/ρ̄)2 sin (ρcτc − θc + Ψ )√
[1 − (ρc/ρ̄)2]2 + (2ζ̄ ρc/ρ̄)2

+ δ

(
ρ∗

c
2

1 + ρ∗
c

2

)
,

and uo(τo) = e−ζoτo ao sin (
√

1 − ζ 2
o τo + φo)

+ ρ2
o sin (ρoτo − θo + Ψ )√
(1 − ρ2

o )2 + (2ζoρo)2
,

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(2.7)
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where ζ̄ = (ζc1 + ζc2ρ
∗
c )/
√

1 + ρ∗
c

2, ρ̄ =
√

1 + ρ∗
c

2, θo = tan−1 (2ζoρo/(1 − ρ2
o )) and θc = tan−1

(2ζ̄ ρcρ̄/(ρ̄2 + ρ2
c )). Other variables introduced include scalar coefficients representing the

transient response amplitude ac and ao, phase angles of the transient response φc and φo, and
the phase difference between the excitation and steady-state response resulting from the PWL
nonlinearity Ψ . A nonlinear optimization solver is then used to minimize the residual of the
compatibility conditions given in equation (2.8).

uc(0) = δ,

uc(Tc) = δ,

uo(Tc) = δ,

uo(Tc + To) = δ,

u̇c(Tc) = u̇o(Tc)

and u̇c(0) = u̇o(Tc + To).

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(2.8)

Note that Tc is an additional unknown introduced in equation (2.8). All compatibility
conditions shown are applied at the transition between states. The first four conditions are the
displacement compatibility conditions and the last two represent the velocity compatibility. To
solve for the system unknowns, the Matlab function [40] ‘lsqnonlin’ is used in this computational
process. With these values determined, the entire vibration cycle for any gap size can be
constructed. For a more detailed explanation of the BAA method, refer to previous works on
this topic [34,35].

(c) Control process
In order to effectively maintain high amplitude responses, the control method proposed in the
computational study will be used along with the updated modelling approach discussed herein.
This will allow for the gap to be adjusted to the optimal position over the bounded frequency
range, increasing the PWL oscillator’s vibration amplitude. The steps of the control process are
given as follows:

(a) The excitation signal is measured over a certain duration Ts.
(b) The dominant frequency αest and amplitude y0,est of the measured signal are identified

using frequency and amplitude estimators.
(c) The resonant gap size δr corresponding to the estimated frequency ρest is found from the

precomputed BAA results. (Interpolate neighbouring values if ρest is not an exact value
in the precomputed results.)

(d) To avoid the jump phenomenon, δopt is set to a fraction of the calculated δr. (δopt = aδr,
where 0< a< 1.)

(e) The gap size is re-dimensionalized and adjusted to gopt = y0,est ∗ δopt.
(f) Steps (a)–(e) are repeated for the duration of operation.

The signal estimation methods in this work were developed by Zhivomirov et al. [41] and
Lyons [42]. Through discrete Fourier transform techniques, the windowed signal is used to
extract the estimated frequency and amplitude. As mentioned previously, the BAA method is
effectively leveraged due to the non-dimensionalization used in the calculations. This allows
for a computationally efficient calculation of the resonant gap size δr since the gap sizes can be
precomputed offline in the frequency range of interest. The sole active calculation during the
process is the frequency and amplitude extraction. As briefly mentioned above in step (d), the
gap size δopt is calculated by scaling down the precomputed δr. This is to avoid the undesired
jump phenomenon that was extensively studied in [34]. This phenomenon is also discussed in
§4a. A summarized form of the control process used in this work is shown in figure 3.
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measure excitation
signal y (t)

ith time
window 

(i + 1)th time
window 

identify dominant
frequency αest and

amplitude y0,est

adjust the gap to the
optimized size
gopt = y0,est × δop

gopt,i+1

gopt,i

using estimated
frequency, find

optimized gap size δopt
ρest = αest/ω

y g

Ts

t t

Figure 3. Summarized control process for the PWL system. Note that the gap size in the (i + 1)th window is determined by
the signal estimation in the ith window.

(d) Electromagnetic induction
As power generation was not considered in the previous study, a computational model of the
electromagnetic induction of the harvester was created. For this investigation, an electromagnetic
transducer was selected. This is a commonly used method of energy conversion for vibration
energy harvesting, especially in large-scale applications including wave power generation [43,44].
The bench-top scale with relatively large vibration amplitudes also led to the selection of an
electromagnetic transducer.

In the physical experiment, a magnet is attached to the oscillating mass with a coil mounted
around it. According to Faraday’s Law, the induced electromotive force (emf) in the coil to the
relative motion is given as

emf = −dψ
dt

= −dψ
dz

∣∣∣∣dz
dt

∣∣∣∣, (2.9)

where the total magnetic flux through the coil turns is denoted by ψ . The flux through a single
coil [45] can then be represented as

ψ = μ0M
2

[
1√

r2 + z2
− z2

(r2 + z2)3/2

]
. (2.10)

To find the change in flux through a coil of radius r and distance z from the dipole centre,
equation (2.10) is differentiated with respect to z giving

dψ
dz

= μ0M
2

[
2 ∗ z3

(r2 + z2)5/2 − 3z
(r2 + z2)3/2

]
, (2.11)

where the parameter μ0 denotes the permeability of free space and M denotes the magnetic
moment of the magnet. Finally, the change in magnetic flux through the entire coil of N turns
and length l is expressed as

dψ
dz

= μ0M
2

n=N/2∑
n=−N/2

zn

[
2 ∗ z2

n

(r2 + z2
n)5/2

− 3

(r2 + z2
n)3/2

]

where zn = z + n
(

l
N − 1

)
.

⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭

(2.12)
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The average power generated by the system is then calculated using the root mean squared
voltage v2

rms and load resistance R values as shown in equation (2.13) as

Pavg = v2
rms
R

. (2.13)

3. Experimental methodology
In this section, the experimental set-up used for the investigation is introduced and then the
process for identifying the necessary system parameters is discussed.

(a) Experimental set-up
The experimental set-up consists of a base-excited mass-spring oscillator intermittently contacting
a mechanical stopper. A top down view of the set-up can be seen in figure 4. Mounted onto the
central linear guide rail is a carriage that is connected to the base by extension springs. On one
side of the guide rail there is a mechanical stopper attached to a linear actuator (P8, Actuonix)
positioned collinear to the mass motion. The actuator is used to change the size of the gap between
the mass and stopper, therefore tuning the resonant frequency of the system to match the current
excitation signal. To simulate the base-excitation motion in the rail direction, an electrodynamic
shaker (ET-126B, Labworks) is connected to the testing surface, which is also mounted onto linear
guide rails and carriages. Laser displacement sensors (IL-100, Keyence) are also used to measure
the system dynamics. The sensor head mounted next to the shaker is used to track the base motion
(y) and the sensor mounted onto the vibrating surface is used to track the mass motion relative to
the base (x̄). In order to control the gap size and collect measurement data, the individual system
components are connected to a computer running a Matlab script which actively estimates the
signal parameters and sets the gap to the necessary position.

(b) Parameter identification
Before beginning the investigation, experiments were conducted to extract the parameters to
create an accurate system model. Through the frequency sweeps with the single degree of
freedom systems, the parameters in figure 1 (i.e. m, c and k) can be identified. This is a necessary
step in the process because the damping must be experimentally determined and the inertia in
the springs cannot be neglected in the physical system.

First, the single DOF system consisting of the mass-spring oscillator was subjected to a
sinusoidal frequency up-sweep while the motion of the mass and base were recorded. Using the
measured responses, the displacement transmissibility curve of the system shown in figure 5 was
constructed. The system was also excited by a frequency down-sweep for frequency response
validation purposes. The frequency that exhibited the maximum response gives the resonant
frequency of the single DOF system and the damping ratio can be calculated using the half-power
bandwidth method given in equation (3.1)

ζ = f2 − f1
2fpeak

, (3.1)

where fpeak is the resonant frequency of the system and f1 and f2 are the frequencies at the half-
power points. The extracted resonant frequency and half-power points for the frequency sweep
are also shown in figure 5.

Next, using the resonant frequency and damping ratio, the natural frequency of the system can
be calculated. After measuring the mass of the central carriage, the damping c and stiffness k can
be determined from the known relations of damped linear oscillators. In the investigation, this
process was conducted twice with differing carriage mass values. It was expected that for each
case, the stiffness and damping values would be equal and solely the mass value would change;
however, in initial testing this was not the case. It was hypothesized that the inertia of the springs
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actuator stopper

stopper and gap

mass and springs

P8 linear stepper actuator

ET-126B electrodynamic shaker

IL-100 laser displacement sensors

mass

linear rail
gapsprings

(a)

(b)

Figure 4. (a) Experimental set-up top-view. (b) Close-up view of mass and stopper.
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Figure 5. Displacement transmissibility of the 1 DOF system with half power points indicated by blue stars and resonant peak
indicated by a magenta circle. The red curve shows the frequency response of a systemwith the optimized system parameters.
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Figure 6. (a) Response envelope and linear responses. (b) Precomputed optimal gap sizes.

Table 1. Optimized system parameters from system identification.

case m (g) k (N m−1) c (N s m−1)

1 26.52 346.91 0.1583
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

2 38.49 348.71 0.1575
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

was significant and had to be accounted for in order to effectively characterize the system. To
account for this additional mass, the following optimization equation was used

mi = mnom + 4
3

∗ mspring ∗ wi, (3.2)

where mnom is the measured cart mass, mspring is the measured mass of one spring and wi is
a weighting factor between 0 and 2.5. One-third of the spring mass was chosen as a reference
value for the mass contribution as this is the effective mass of an ideal spring. The necessary
parameters were then calculated for the differing mass contributions and the average value of
k and c between the two cases was then chosen for the remainder of the analysis. The case
using the lower mass value (i) corresponds to solely the mass of the cart and springs and the
case with the higher mass value (ii) corresponds to the same system with the addition of the
magnet for optimization purposes. The parameters identified for the nominal system are given
in table 1.

As the values of stiffness and damping did not converge to single values, the average
values of k = 347.81 N m−1 and c = 0.1579 N s m−1 were used as the system parameters for the
subsequent analysis. The same process was then conducted for the closed system with the
stopper permanently attached to the mass. This gave parameter values of m∗ = 0.058 g, k∗ =
464.49 N m−1 and c∗ = 0.09235 N s m−1. Figure 5 shows the experimentally derived frequency
response compared with the optimized system parameters for the open 1-DOF system. The two
curves show the optimized system agrees with the experimental results, particularly near the
resonant operating point.

With the system parameters identified, these values can now be used to computationally
model the PWL harvester. Inputting the extracted parameters into the computational tool, the
maximum response envelope and the resonant gap sizes over the predetermined frequency range
can be constructed and are shown in figure 6. Results from the Experimental study section are also
plotted with the response envelope as well as a curve denoting the expected performance of the
device at 90% of the computed resonant gap size.
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Figure 7. (a) Gap time history. (b) Displacement transmissibility time history.

4. Experimental study
In this section, the physical system with the control process is tested under varying excitation
conditions. First, an example of the undesired jump phenomenon is given and the mitigation
strategy is shown. Next, an example demonstrating how the gap control method is necessary to
maximize the system response is given. The system is then excited by a frequency sweep where
the active gap control is compared with fixed gap cases. Lastly, the power generation of the system
is investigated.

(a) Jump phenomenon
One particular nonlinear dynamic property that has been observed by researchers of PWL
systems is the jump phenomenon. This can occur when the response of the system jumps from the
higher amplitude nonlinear response to the lower amplitude linear response. In this system, the
jump phenomenon leads to the loss of intermittent contact between the oscillating mass and the
mechanical stopper, causing a reduction in vibration amplitude. The previous computational
study found that this phenomenon is more likely to occur when the gap size is very close to
the computed resonant gap size, and by reducing the actual gap size, the system is more likely
to preserve the intermittent contact and higher amplitude response [34]. This does come with a
trade-off though of reduced performance compared with the full computed resonant gap size.

To illustrate this phenomenon, two cases of differing gap sizes are tested first. In this test, the
system is excited by a harmonic base excitation with a fixed frequency of 16.5 Hz. One case uses
97% of the computed resonant gap size as the actual gap size while the other uses 90% of the
computed size in order to prevent the jump phenomenon. The gap size time history can be seen
in figure 7a along with the non-dimensionalized response u in figure 7b.

It can be seen that the gap size fluctuates in both cases due to the slightly changing estimates
of frequency and amplitude by the signal estimator. This is due to the low levels of noise
present in the measurement data as well as the excitation signal. For the response in red where
the gap size is set to 90% of the computed δr, the system maintains intermittent contact and
preserves the nonlinear response over the full testing period. In comparison, the case using
97% of the resonant gap size is shown to begin to increase in amplitude, but then jump to
the linear response due to slight perturbations, significantly reducing vibration performance.
This illustrates the trade-off between maximum performance and the possibility of experiencing
the undesired jump phenomenon. To compare with expected performance, the steady-state
displacement transmissibility of this test case is plotted with the maximum response envelope
in figure 6 along with a number of additional experimental data points.
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Figure 8. (a) Gap time history. (b) Displacement transmissibility time history.

(b) Gap control comparison
The reason this design shows increased performance compared with other harvesters using
stoppers and gaps is due to the ability to control the gap. When the system is excited, it is
necessary to gradually move the gap to the optimal position. This allows the harvester to
accumulate energy and preserve the intermittent contact during the transient response. Figure 8
compares the performance of the harvester with a fixed gap size and with a gradual adjustment
process. This process was conducted in two separate tests excited at 17.5 Hz. In the first, the gap
is set to the precomputed optimal position before excitation. In the second test, the gap is set to
the no gap position and then increased after the excitation begins.

As shown, this allows for the oscillator to gain energy and maintain the intermittent contact
as the gap is increased to the optimal level. With the gap adjustment process, the oscillator is
able to reach an amplitude of 22.29 when operating in the nonlinear response, whereas without
the gap adjustment process, the average amplification is much lower at 4.38 since the oscillator
remains in its linear state and never makes contact with the stopper. Since the intermittent contact
is not maintained, the difference in performance also illustrates the improvement of the system
over a simple linear harvester. The vibration amplification is increased by 5.09 times by adjusting
the gap to ensure intermittent contact. It is shown that the gap adjustability and control process
are necessary to ensure maximum performance, even for stationary excitation. The steady-state
displacement transmissibility is plotted in figure 6 along with the maximum response envelope.
Also plotted in figure 6 are other test points varying from 18.5 to 21.5 Hz. As shown, these points
roughly follow the 90% response envelope and are all within 2.6% of the 90% optimal gap size line
computationally predicted, and show the effectiveness of the modified computational approach
presented herein in predicting the actual system response.

(c) Drifting excitation
Next, the system is excited by a drifting frequency excitation from 16 to 21 Hz. Note that in this
test, 90% of the resonant gap size was again used as the chosen gap size to preserve intermittent
contact for the gap control case. Two other cases with fixed gap sizes of δ = 0 and 3.75 are also
compared with the gap control case. The system responses and gap time histories are shown
in figure 9.

Figure 9 shows that when tracking the optimal gap size, the PWL oscillator is able to maintain
a large response amplitude and intermittent contact over the frequency sweep. In comparison,
the fixed gap cases only showed good performance near the resonance peak and reduced
performance elsewhere. It was observed that the case where the gap was fixed at δ = 3.75 showed
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Figure 9. (a) Gap time history. (b) Displacement transmissibility time history.

greater bandwidth than the 0 gap case, though the system quickly jumped to the linear response
after the peak. It can also be seen in the plots that the fixed gap cases show increased amplification
at their respective peaks compared with the adjustable gap case. The difference in peaks for
the δ = 3.75 case can be attributed to the reduction in target gap size from the computational
prediction. The no gap case also showed the same behaviour, peaking over the response of the
active gap control case. The gap reduction should have no effect here due to the fact that the
predicted gap size is 0. This discrepancy is indicative of a few things including error present in
the resonant gap size predictions due to uncertainty in the frequency and amplitude estimation.
Additionally, assumptions in the model of linear spring rate and a simple viscous damping model
can contribute to this difference. Finally, delays in the estimator using previous response windows
can also contribute to this discrepancy.

While the measured response in the active gap control case varied slightly from expected,
overall the desired large amplitude response was maintained over the frequency sweep. In both
figures 9 and 6, it is shown that the displacement transmissibility of the mass fluctuates slightly
through the sweep between values of around 21–23 when values between 22 and 22.5 were
expected. Comparing the three test cases, the no gap case showed an average amplification of
11.08 from the base vibration, the δ = 3.75 case showed an average amplification of 8.65 and the
active control method was able to reach an amplification of 21.42.

(d) Energy harvesting investigation
In this section, results from the energy generation part of the experiment are compared with the
computational model. The transducer added to the system consists of a magnet added to the
carriage with its poles aligned with the rail and a conductor coil wound around the mass’s axis
of motion. A model of the transducer used in this work is shown in the system model in figure 1.

The mechanical system causes relative motion between the magnet and coil that is amplified
by the gap control system. This relative motion causes a flux variation in the coil turns, which
in turn generates an induced emf. This coil was placed in parallel with a load resistor, where the
induced voltage is measured. The parameters of the added transducer are given in table 2.

For the first test, the system was excited at 17.5 Hz and the active gap control method was
used to maximize system performance. Figure 10 shows the amplified displacement as well as
the instantaneous induced voltage. Note that 90% of the computed resonant gap size was used
for this test case.

The measured system dynamics showed an RMS amplification with respect to the base
motion of 15.03 once steady-state operation was reached. Compared with the expected result
of 15.94, this gives an error of 6.07%. This error can again be attributed to the simple viscous
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Figure 10. (a) Displacement transmissibility time history. (b) Induced voltage time history.

Table 2. Transducer parameters.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

coil diameter (m) 0.0621 load resistance (Ω ) 220
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

flux density (G) 14 800 coil length (m) 0.0429
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

no, coil turns 200
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

damping model and linear spring rate that was assumed in the model as well as the reduced gap
position. Some of the present error can also be attributed to electromagnetic damping, which was
neglected in this work since the study focused on the dynamics of the system. As for the power
generation, the average power at steady state was calculated to be 0.548 µW. The electromagnetic
induction model predicted 0.592 µW, showing a 7.43% error from expected. This error can likely
be attributed to the simplified model of the magnetic field. The model used assumed that
there would be no interference from other ferromagnetic conductors, which can influence the
field. Though an attempt was made to minimize the amount of ferromagnetic material near the
harvester, there were still components that could have had an impact on the field.

Next, a frequency sweep was conducted to illustrate the improvement of the active gap control
method compared with fixed gap cases as well as a linear harvesting method. In this test, the
system was excited from 16 to 18 Hz over a period of 100 s. The dynamics as well as induced
current in the coil were monitored. Figure 11 shows the plotted measurements over the test
duration.

Starting with the linear response, it is shown that operating away from the 1 DOF system’s
resonant frequency leads to greatly reduced performance. For this case, an average power of
0.095 µW was calculated, by far the lowest of the test cases. For the fixed gap position, it can
be seen that the response begins to gain energy until experiencing the jump phenomenon and
dropping into the linear response. The plot shows that the fixed gap case experiences higher
amplification than the active gap control method due to the reduction in gap size from the
predicted resonance value. An average power of 0.429 µW was calculated for the testing period.
As for the active gap control method, after the stopper moves to the operating position, it is
able to maintain a high amplification for the duration of the testing period. As in the previous
section, the amplification is slightly reduced near the end of the test period. This can again
be attributed to slight errors in the characterization leading to slightly inaccurate resonant gap
position predictions. This test case had an average power generation of 0.578 µW, a 608% increase
from the linear case and a 74% increase from the fixed gap position. The improvement over the
fixed gap cases will vary greatly depending on the frequencies excited as this test swept only 2 Hz
of the tuned range.
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Figure 11. (a) Displacement transmissibility time history. (b) Induced voltage time history.

5. Conclusion and discussion
In this investigation, a PWL energy harvester with a controllable gap was studied for
various excitation conditions both computationally and experimentally. To maximize the system
performance, the resonant frequency was tuned to match the ambient vibrations by adjusting the
gap position to the location precomputed by the BAA method. Also presented are modifications
to the underlying computational work to better account for the physical system implementation,
as well as a model of the energy harvesting method. The investigation showed that the measured
system dynamics match the computational predictions reasonably well, although it was found in
the frequency sweep case that the characterization of the system may require further refinement in
future implementations. The investigation also showed that the model of the system’s electrical
generation did an adequate job of predicting the system’s power generation, with some error
present as expected due to simplifications in the model used.

In future work, further refinement of the system characterization should be completed. It
was seen in the fixed frequency cases that the physical nonlinear system behaved as expected
with measured displacement transmissibility following the predicted behaviour from the
computational tool. The slight error between the experimental and computational performance
can be attributed to errors in the characterization as well as assumptions of linear spring rate and
a simple viscous damping model. While this test case did not show a need for a more effective
characterization, the case of the frequency sweep did show some behaviour that deviated from
expectations. Overall, the control system behaved as expected, maximizing the performance of
the harvester by adjusting the gap position. The test case using the gap control method showed
increased amplification compared with the fixed gap cases, and the displacement transmissibility
predicted by the computational model was very close to what was present in the experiment.
Future work could also include an investigation of the optimal a value used to scale down δr.
In this work, a value was chosen to ensure intermittent contact for the test cases considered,
but future work could include a study on harvested signal noise and perturbations in order to
maximize this value for optimal performance.

As the focus of this investigation was the system dynamics and the implementation of the
actively controlled gap, there was no analysis of the net power generated. Future studies of
the proposed harvester should focus on optimizing the energy transducer to attain a fully self-
powered system. In this investigation, the power used by the actuator, control process and sensors
was not measured or compared with the power generated. In future implementations, low-power
hardware should be leveraged to reduce the power necessary to operate the gap control system,
ensuring there is a positive net-power gain. Another way to reduce required power is to remove
one of the sensors used in the system. Currently, the control process assumes that the base
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displacement is being measured and these data are used to determine the dominant frequency
and amplitude. To reduce system complexity and power requirements, solely the PWL system
response will be measured. The system response along with the known parameters can then be
used to extract the dominant frequency and amplitude.

Lastly, future implementations of this design will be targeted to a specific application of energy
harvesting, namely harvesting of ambient vibrations on rotating machinery. In the design process
of this work, an arbitrary range of frequencies was chosen that would work for the bench-
top testing. In subsequent iterations of the device, field measurements of rotating machinery
in normal operating conditions will be conducted allowing for realistic design parameters.
These future designs will also be implemented with a piezoelectric transducer as this method
is increasingly common for similar systems and has a higher inherent energy density [46–48].
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