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Abstract

A mixed time-domain/frequency-domain method is proposed for modelling dense wave
energy converter (WEC) arrays with non-linear power take-off (PTO). The model is based
on a harmonic balance method which describes the system response in the frequency
domain, while evaluating the non-linear PTO force and solving the system equations of
motion in the time domain. The non-linear PTO force is computed with Lagrange multi-
pliers. In order to apply the proposed method for WEC array responses in real sea states,
the time series is split into time windows and the simulation is carried out individually per
window. The method is demonstrated by investigating the dynamics of the Ocean Grazer
WEC array (OG-WEC) with an adaptable piston pumping system. The key parameters
thought to possibly influence model accuracy, including the number of harmonic com-
ponents, the length of the time window and overlay, are discussed. It is shown that the
proposed model can significantly reduce the computational cost with an acceptable accu-
racy penalty.

1 INTRODUCTION

Ocean wave energy is a sustainable and abundant energy source
but extracting energy from ocean waves has not become a com-
mercially viable technology yet. The costs, survivability, and
power quality are still major obstacles. Wave energy converter
(WEC) arrays may partly overcome the current obstacles, as it
can potentially increase the overall energy production, reduce
the operation and maintenance costs and smoothen the power
output. WEC arrays, in particular dense ones, are prone to
exhibiting complex and non-linear behaviours due to strong
wave interactions between the buoys and coupling effects with
the non-linear power take-off (PTO) system. Development of
an accurate and computationally cost-effective numerical model
for array configuration optimization and WEC array production
prediction is therefore of great value.

It is common to use non-linear PTOs (e.g. hydraulic PTO) in
WEC design. Cargo et al. [1] presented a study of implementable
active tuning methods for WECs with hydraulic PTOs, and
they found that over-simplification of the PTO in simulations
was inadequate for WEC design studies. Penalba and Ringwood
[2] presented a high-fidelity wave-to-wire model for WECs
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with various non-linear PTOs and including different conver-
sion stages, which can be used for WEC design and optimiza-
tion. Hansen et al. [3] developed a Simulink-based time domain
model to investigate an array with 20 devices combined with
hydraulic PTOs, but the computational times were prohibitive
for real time operation. These studies have shown the signifi-
cance of assessing the non-ideal efficiency of the PTO and tak-
ing into account the non-linear effects of the PTO for the WEC
(array) performance evaluation. The development of accurate
and highly efficient numerical models is of great value for
such purposes.

Conventional frequency-domain models have been widely
used for WEC array studies [4,5]. Accompanied by a boundary
element method, they can account for arbitrary geometries of
WECs and wave interactions with low computational effort.
Despite their computational advantages, one main drawback
with this approach is its limitation in dealing with non-linear
effects. On the other hand, time-domain models incorporat-
ing, for example, the Cummins’ equation with a convolution
operator, can incorporate such non-linearities, albeit with
much higher computational costs. Alternatively, the state-space
representation can approximate the representations of the
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convolutions, which can dramatically increase computational
speeds [6]. The state-space approach has been widely employed
for single WECs and small size WEC array studies [7]. How-
ever, this approach is rarely applied to large size, dense WEC
arrays because of the difficulty of dealing with cross-coupled
terms [8]. The more advanced computational fluid dynamics
(CFD)-based models can describe the comprehensive flow
details of waves and WEC array interactions. However, their
applications are still limited to cases with a small number of
WECs subjected to regular waves [9] as the computational cost
is extremely high or even unacceptable.

The Harmonic Balance Method (HBM) is a popular method
to approximate the frequency response of non-linear systems,
as it is a computationally efficient method to obtain steady-state
responses for non-linear dynamics problems and is relevant for
WEC systems; examples include non-linear electrical circuits
[10, 11], non-linear mass-spring-damper systems [12–15] and
computational fluid dynamics problems [16–18]. Recently, an
HMB-based frequency-domain representation of WECs subject
to non-linearities was proposed by Bacelli and Ringwood [19]
and Merigaud and Ringwood [20]. In these papers, the displace-
ment and the non-linear force were approximated by a trun-
cated Fourier series. Thus, instead of the time consuming con-
volution integral in time-domain modelling, the HBM solves a
set of equations of motion in the frequency domain. The HBM
was extended to WEC real-time control applications [21] due
to its competitive computational performance. In their work,
an explicit Jacobian was applied in order to speed up the con-
vergence. The paper [22] demonstrated that the HBM can be
used to model large dense WEC arrays with non-linear pump-
ing forces. They applied a numerical Jacobian in the computa-
tion due to occurrence of discontinuity in the pumping force,
hence the vector field is not differentiable everywhere. Although
the classical HBM is simple in its principle, it becomes com-
putationally inefficient when a large number of harmonics is
required, for example for irregular wave simulations [23]. This
is due to the large amount of numerical integration operations
required when computing the harmonic coefficients of a non-
linear force.

The present work extends the classical HBM model and pro-
pose a mixed frequency-domain/time-domain method with a
windowing technique for a large dense WEC array with non-
linear PTO. The appealing feature of the proposed method
is that it can describe the non-linear dynamics of the com-
plex WEC array in random sea states while significantly reduc-
ing the computational cost. In this model, the real sea state is
split into time windows with uniform length; thus, the state
of each time window can be described with a finite number
of harmonic components. A mixed frequency-domain/time-
domain method was applied for each time window. The non-
linear term is calculated with a time-marching procedure in
the time domain, using the Lagrange multipliers method. The
OG-WEC device was used to demonstrate the validity of the
proposed approach. This device consists of a large array of
single floaters, each connected to a PTO utilizing adaptable
piston pumps that introduces a strong non-linearity into the
system.

The paper is organized as follows. The system equations
of motion of the OG-WEC and the numerical solution are
described in Section 2. The model validation and the discus-
sion about the key parameters are presented in Section 3. Finally,
conclusions are drawn in Section 4.

2 NUMERICAL MODEL

2.1 Motion equations of OG-WEC system

The Ocean Grazer is a hybrid renewable energy device which
combines adaptable WEC technology with on-site energy stor-
age to harvest renewable energy offshore. An OG-WEC system
comprises a finite number of buoys with a wind turbine in the
centre and its storage system is housed in a gravity-based con-
crete structure. The OG-WEC is designed to react to the high
variability of waves by utilising an adaptable pumping system –
MP2PTO (multi-piston, multi-pump power take-off) system –
and store potential energy in the storage system. The detailed
description can be found in Wei et al. [24].

Penalba et al. [24] applied a numerical model to investigate
the hydrodynamic interactions in three WEC arrays with dif-
ferent sizes, and suggested that arrays with about 20 devices
were hydrodynamically more efficient. We applied the numer-
ical model to an OG-WEC system with 18 buoys, arranged as
depicted in Figure 1(a). All buoys have a uniform geometry (see
dimension in Figure 1(b)) and are connected to the central pil-
lar via trusses (not sketched) which restrict their motion in heave
only. Each buoy is linked to a controllable transmission system
which drives the hydraulic piston-type PTO system to pump
the working fluid from the inner reservoir to the outside flex-
ible bladder. The stored potential energy can be converted into
electricity with hydro-turbines. In the model, we further assume
that the cable linking the buoy and the pumping system is stiff
enough so that we can simply describe the piston displacement
as the buoy displacement adjusted via a transmission ratio.

The motion of the buoy is governed by the following equa-
tion:

MbẌb = Fe + Fr + Fhs + Fc (1)

where Mb is the mass of the buoy, Xb is the heave displace-
ment of the buoy, and Fe , Fr , Fhs and Fc represent the excita-
tion, radiation, hydrostatic restoring and cable forces, respec-
tively. The motion of the piston in an adaptable piston pump
can be described by:

mp

Ẍb

𝛼
= −Fp − 𝛼Fc (2)

where mp is the mass of the piston, 𝛼 is the transmission ratio,
Fp is the non-linear pumping forces which is expressed as:

Fp =

[
𝜌g(D − hr ) + 𝜌lpz̈p + 𝜌ż2

p

]
Ac żp > 0

0 żp ≤ 0
(3)
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3222 WEI ET AL.

FIGURE 1 Sketch of the OG-WEC system: (a) honeycomb arrangement of an array; (b) geometry of a cone-cylinder buoy; and (c) schematic of the power
take-off system. The pillar and rigid reservoir are maintained the atmospheric pressure (ATM). Reprinted from Wei et al. [22]

where 𝜌 is the density of the working fluid (assumed in this work
to be the same as sea water density), D is the water depth, hr is
the depth of the reservoir, lp is the length of the piping between
the reservoir and the bladder, żp and z̈p are the piston velocity
and acceleration, and Ac is the area of the check valve (used to
adapt the piston pump to the wave excitation). The pumping
force Fp is very large during the upstroke but becomes zero dur-
ing the downstroke. In the upstroke component of the pump-
ing force, the first term represents the hydraulic head which
saves potential energy and is the largest of the three terms; the
second term represents the inertia effect which can lower the
resonant frequency of the system; the third term is the kinetic
energy which is considered as loss in the system. The present
paper focused on the energy extracted from the waves, while the
energy losses in the pumping system, electricity generation, and
electricity to wire were not accounted for in this study. These
losses should be investigated in further studies, for example in
the context of a power matrix assessment.

Combining (1) and (2), we obtain the governing equation of
one OG-WEC unit:(

Mb +
mp

𝛼2

)
Ẍb = Fe + Fr + Fhs −

Fp

𝛼
. (4)

Assuming a steady state periodic response for the WEC system,
Xb, Fe , Fr , Fhs and Fp are approximated as a truncated Fourier
series:

Xb(t ) = Xb,0 +

Nh∑
n=1

Re
{

X̂b,nein𝜔t
}

(5)

Fe (t ) =
Nh∑
n=1

Re
{

Âw,nF̂e,nein𝜔t
}

(6)

Fr (t ) =
Nh∑
n=1

Re
{(

n2𝜔2Ar ,n − in𝜔Br ,n

)
X̂b,nein𝜔t

}
(7)

Fhs (t ) = −KhsXb,0 +

Nh∑
n=1

Re
{
−KhsX̂b,nein𝜔t

}
(8)

Fp(t ) = Fp,0 +

Nh∑
n=1

Re
{

F̂p,nein𝜔t
}

(9)

where Nh being the number of harmonic components, 𝜔

is the frequency step for the signal with period Tp =
2𝜋

𝜔
,

X̂b,n corresponds to the nth harmonic complex amplitude
of the buoy displacement, F̂e,n Ar ,n and Br ,n are the excita-
tion force, added mass and radiation damping coefficients ,
and F̂p,n is the nth harmonic pumping force coefficient. For
a dense WEC array, interactions between WECs are consid-
ered via cross-coupling hydrodynamic coefficients obtained by
NEMOH.

Substituting Equations (5)–(9) into Equation (4), the equa-
tion can be further transformed to the frequency domain with
a set of linearised equations over each harmonic. Sorting out
the terms with the same frequency, the n-th harmonic motion
equation for the ith WEC, is expressed as:

⎡⎢⎢⎣−n2𝜔2
⎛⎜⎜⎝M

(i )
b,n
+

m
(i )
p

𝛼2
+ A

(i,i )
r ,n

⎞⎟⎟⎠ + in𝜔
(

B
(i,i )
r ,n +C

(i )
c

)

+
(

K
(i )

hs,n
+ K

(i )
c

)⎤⎥⎥⎦ X̂
(i )

b,n

+

Nb∑
j=1, j≠i

(
−n2𝜔2A

(i, j )
r ,n + in𝜔B

(i, j )
r ,n

)
X̂

( j )
b,n

−𝛼i

(
in𝜔C

(i )
c + K

(i )
c

)
ẑ

(i )
p,n +

F̂
(i )

p,n

𝛼
= F̂

(i )
e,n , (10)

 17521424, 2021, 14, D
ow

nloaded from
 https://ietresearch.onlinelibrary.w

iley.com
/doi/10.1049/rpg2.12231 by B

attelle M
em

orial Institute, W
iley O

nline L
ibrary on [29/06/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



WEI ET AL. 3223

The matrix form of the motion equations of the WEC array can
be written as:

ZrX̃ b +
F̃ p

𝛼
= F̃ e (11)

where Zr is the condensed dynamic stiffness assembled from
(10). The vector X̃ b contains the unknown Fourier coefficients
of displacement,

X̃ b =
[
X

(1)
b,0 ,Re

{
X̂

(1)
b,1 , … , X̂

(1)
b,Nh

}
,

Im
{

X̂
(1)

b,1 , … , X̂
(1)

b,Nh

}
, … ,X

(Nb )
b,0 ,

Re
{

X̂
(Nb )

b,1 , … , X̂
(Nb )

b,Nh

}
,

Im
{

X̂
(Nb )

b,1 , … , X̂
(Nb )

b,Nh

}]T

∈ ℝ(2Nh+1)Nb (12)

with Nb being the number of buoys. Solving (11) with unknown
X̃ b is not straightforward as F̃ p is undetermined.

2.2 A mixed
frequency-domain/time-domain model

According to (3), the pumping force is a piston state-dependent
variable, which cannot be explicitly obtained in the frequency
domain. Alternatively, it is more convenient to calculate the
pumping force using a time-marching procedure. The proce-
dure of the A mixed frequency-domain/time-domain (MFT)
approach is structured as follows:

a. With the input of the time series of wave elevation per time
window (either waves pre-generated with a defined wave
spectrum or real time measurements), the pre-processing
is carried out to transfer the wave elevation into the fre-
quency domain; then, the wave excitation force is obtained
in frequency domain. The buoy displacement is initialized as
zero.

b. The excitation force is transferred into the time domain, and
the time series of the pumping force is predicted with the
Lagrange multiplier method (see Section. 2.3), using time
domain buoy displacement as input.

c. The system equations of motion are solved in MFT form, cf.
(15).

d. An iterative procedure is applied to each time window to
obtain converged results. The iteration terminates once the
system residual is smaller than a given tolerance. Otherwise,
the buoy displacement is updated, the procedure returns to
step 2 and the iteration continues.

For temporally periodic oscillations, the Fourier coefficients
and the time variation can be transferred back and forth via a
discrete Fourier transform (DFT) and its inverse (iDFT), for

example:

X̃ b = T X̄ b and X̄ b = T invX̃ b, (13)

where T is the DFT matrix, and T inv is the iDFT matrix, and
X̄ b is the vector of the buoy displacements at all the selected
time steps. However, the present paper deals with a WEC array
in real sea states where, due to the random nature of ocean
waves, the incident wave series is non-periodic; this makes the
situation more complicated. Ekici and Hall [17] suggested to
determine the Fourier coefficients with non-square matrices to
replace T inv in (13), where T inv is a block diagonal matrix with
each block written as

T
(i )

inv =

⎡⎢⎢⎢⎢⎢⎢⎣

1 cos𝜔t1 … cos Nh𝜔t1 sin𝜔t1 … sin Nh𝜔t1

1 cos𝜔t2 … cos Nh𝜔t2 sin𝜔t2 … sin Nh𝜔t2

1 cos𝜔t3 … cos Nh𝜔t3 sin𝜔t3 … sin Nh𝜔t3

⋮ ⋮ ⋮

1 cos𝜔tNt … cos Nh𝜔tNt sin𝜔tNt … sin Nh𝜔tNt

⎤⎥⎥⎥⎥⎥⎥⎦
(14)

where T
(i )

inv ∈ ℝNt×(2Nh+1), t1–tNt are equally spaced time steps
per time window, and Nt > 1.5(2Nh + 1) was recommended to
ensure that the aperiodic equivalents of DFT and iDFT are
well-conditioned. Then, T is replaced with the Moore–Penrose
inverse of T inv in (13).

By using (13), (11) is equivalent to

f (X̃ b) = F̄ e − T ZrX̃ b +
F̄ p

𝛼
. (15)

Note that (15) becomes an overdetermined system when
Nt > 2Nh + 1, which can be solved by using the non-linear
least squares method in the Matlab optimization toolbox. The
numerical Jacobian matrix is calculated with the same approach
as presented in Wei et al. [22] in order to improve the computa-
tional efficiency.

It is worth remarking that (15) mixes the frequency-domain
displacement and the time-domain pumping force. The pump-
ing force is obtained directly by Lagrange multipliers without
any smoothing. Thus, no additional treatment is required to deal
with the sums and differences of frequencies generated by the
non-linear force in the conventional harmonic balance method.
This is the major advantage of this approach compared to solv-
ing the system in the frequency domain with (11).

2.3 Lagrange multipliers

Nacivet et al. [25] introduced a ‘dynamic Lagrangian’ algorithm
for non-linear contact problems. The pumping force is com-
puted based on the dynamic state of the piston, that is sticking,
upstroke or downstroke, which is similar to the contact prob-
lem. Hence, we applied a similar algorithm in the present study.
At each iteration, the pumping force is updated with Lagrange
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3224 WEI ET AL.

multiplier 𝝀 (corresponding to pumping forces), which is for-
mulated as a penalization of the equations of motion in time
domain:

�̄� = F̄ e − T ZrX̃ b + 𝝐
(
X̄ b − X̄ b,r

)
(16)

where 𝝐 is a penalty coefficient that can be chosen arbitrarily as
positive but influences the convergence speed: a good choice
is to set this to half of the hydrostatic force of the pump, 𝝐 =
0.5𝜌g(D − hr ); X̄ b,r is a new vector of relative displacements
which satisfies the updated dynamic state of the piston.

In order to calculate �̄� at each iteration, (16) is separated into
two parts, and rewritten as

�̄� = F̄ e − T ZrX̃ b + 𝝐X̄ b
⏟⎴⎴⎴⎴⎴⏟⎴⎴⎴⎴⎴⏟

�̄�I

− 𝝐X̄ b,r
⏟⏟⏟
�̄�II

(17)

where �̄�I is determined by the displacement obtained from
the non-linear equations (15), and �̄�II is the corrective
pumping force vector which is computed with a prediction-
correction procedure.

At each time step increment, it is firstly assumed that the pis-
ton is in a sticking state, that is the piston does not move and

�̄�
k
II = �̄�

k−1
II . The predicted pumping force vector at time step k

is

�̄�
k
pre = �̄�

k
I − �̄�

k−1
II . (18)

with �̄�
0
II = 0. The corrected pumping force vector �̄�

k
cor ∈ ℝNb

is determined by enforcing the following rules per buoy:

1. If �̄�
k,(i )
pre > F̄

k,(i )
p,up , the piston moves upstroke,

�̄�
k,(i )
cor = F̄

k,(i )
p,up . (19)

2. If �̄�
k,(i )
pre < F̄

k,(i )
p,down

, the piston moves downstroke,

�̄�
k,(i )
cor = F̄

k,(i )
p,down

. (20)

3. When F̄
k,(i )

p,down
≤ �̄�

k,(i )
pre ≤ F̄

k,(i )
p,up , the piston sticks and does not

move,

�̄�
k,(i )
cor = �̄�

k,(i )
pre . (21)

Here the sticking state of the piston is determined by the force
rather than piston velocity as the sticking phenomenon cannot
be properly captured with the reconstruction of the time series
of piston velocity from frequency-domain inversion.

2.4 Time window and overlay

Theoretically, the HBM can be straightforwardly used for WEC
arrays oscillating in real sea states. Some researchers [15, 17]

successfully demonstrated the applicability of the HBM for
oscillating systems with multiple excitation forces. However, the
challenge is that a large number of harmonic components is
required to obtain a satisfactory description of the time series
of signal data in the frequency domain, which would geomet-
rically increase the computational cost and render the HBM as
under-performing compared to a time integration approach.

To overcome this difficulty, we split the time series of the
incident wave signal into a series of time windows. For each time
window, satisfactory accuracy can be achieved with a finite num-
ber of harmonic components and the simulation can be effec-
tively carried out. Since each time window is independent within
the HBM framework, the computation can be simply acceler-
ated by using a parallel implementation. This is an appealing
feature that can be applied to the development of real time con-
trol strategies. The main drawback of using this scheme is that
discontinuities may occur when reconstructing the time series
based on the results from each time window.

One distinctive feature of hydrodynamic systems is the fluid
memory effect. Due to the independence between each time
window, the fluid memory effect from the previous time win-
dow cannot be transferred to the following one. In order to
compensate for the loss of accuracy due to this discontinuity,
an overlay between the time windows is included, and only the
results in the middle of the time window are used for further
analyses such as computing the predicted power output of the
OG-WEC system. The energy generated per window Ew is cal-
culated by trapezoidal numerical integration of:

Ew =

Nb∑
i=1

∫
tb+tw−0.5to

tb+0.5to

F
(i )

p (t )ż
(i )
p (t )dt , (22)

where tw is the length of time window, tb is the beginning time
of the time window, and to is the length of overlay.

From the description above, there are several parameters that
influence the simulation results and computational cost, includ-
ing the length of the time window and overlay and the number
of harmonic components. We investigate the influence of these
parameters in the following section of this paper.

3 RESULTS AND DISCUSSION

3.1 Comparison with the time domain
model

The proposed MFT model is validated by comparing its results
to the results obtained from our previously developed time
domain (TD) model [26]. The TD model is based on the open
source package WEC-Sim, augmented with the in-house devel-
oped adaptable piston pump model. The hydrodynamic coef-
ficients were obtained from NEMOH [27], the incident waves
were generated based on the JONSWAP spectrum with 1001
wave frequencies, and the configuration of the WEC array was
chosen to correspond to previous research in Wei et al. [22].
In the MFT model, the input time series of incident waves was
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WEI ET AL. 3225

FIGURE 2 Comparison of the time series of wave elevation (top) and wave excitation (middle) by the MFT and TD models; section from time window 4-7 of
wave excitation (bottom)

replicated from the TD model using the same pseudo-random
phase, and the implemented OG-WEC parameters were chosen
to be equivalent to those applied to the TD model, in order to
enable the comparison of input and output values of the MFT
and TD methods.

Figure 2 depicts the wave elevation (𝜂) and the excitation
force (Fe) over the total simulation time for one floater in the
OG-WEC array (floater 14 as enumerated in Figure 1). The
chosen sea state is a JONSWAP spectrum with a significant
wave height of 2m and a peak period of 7s. Figure 2 represents
the computation of the MFT model considering a time win-
dow length of 19s, an overlap of 7.6s (40% of the time window
length) and 9 harmonic components. It can be seen from the
first plot in Figure 2 that the input wave elevation is the same
in both models. In the second plot in Figure 2, the excitation
force of each time window is described with a different colour
to show the functionality of the overlap; at the point in which
the excitation force of one time window matches the excitation
force of the previous one, they connect to create the new start-
ing point for the latter time window’s calculation. This ensures a

smooth and more accurate representation of the system dynam-
ics. The vertical lines show the time window delimitation within
the calculation. The last plot in Figure 2 gives a more detailed
representation of the time windows 4 to 7 that show high exci-
tation force in the plot above, and highlights the overlapping
technique; the remaining time windows of the simulation show
similar accuracy. Large discrepancy in the excitation force can
be observed between the MFT and TD models in the first time
window which is due to the differences in the initialization. In
the TD model, the computation starts in a resting position with
a time ramp to avoid strong transient flows at the beginning of
the simulation, while, in the MFT model, the simulation is per-
formed in a steady-state manner. The excitation in the following
time window shows good agreement with that in the TD model,
indicating that the given number of harmonic components is
sufficient to approximate the real sea state.

The floater’s response is captured through the buoy dis-
placement (Xb), pumping force (Fp) and pumping or predicted
extracted power (Pp) (Figure 3). These results are obtained with
the given inputs shown in Figure 2. The floater responses by the
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3226 WEI ET AL.

FIGURE 3 Comparison of floater response behaviour in the MFT (red) and TD models (black and blue)

MFT model are in accordance with those by the TD model to
an acceptable degree. The predicted power in each time window
shows only slight differences between the two methods except
for the first time window’s results, which are justified by the exci-
tation force difference explained above. Time windows 5 and
14 show the same absolute power difference; when considering
the difference in percentages in the case of 14, the discrepancy
appears to be considerably higher.

The pumping force calculated by the MFT model is charac-
terised by less radical peaks and valleys within short time spans.
Furthermore, negative values can be observed within the pump-
ing force and pumping power; for comparison purposes, neg-
ative power values were set to zero, as this reflects the TD
method’s approach. Negative power is attributed to the trun-
cation of the Fourier series of displacement results in a Gibbs
artifact, manifested by undershoot and overshoot oscillations.

Figure 3 depicts the response of a single floater; the pre-
dicted power and behaviour of the entire array need to be con-
sidered in order to quantify the overall performance of the two
models. Figure 4 depicts the predicted power output of each
floater in kW (a) and the difference between the predicted power
extracted by each floater (b) in the case and settings mentioned
above. The incident wave travels from left to right. It can be
seen that the difference of predicted power extracted from each
floater ranges from a maximum of 9.9% to minimum −6%.
The slightly asymmetric results in (b) are attributed to accumu-
lated time integration error in the TD model. The differences
are further described and statistically depicted later in the paper

(Figure 6). The total predicted power from the MFT method
is 178.61 kW and the array is predicted to produce 177.26 kW
based on the TD method; the difference is only approximately
0.7%. Beyond its accuracy, the main advantage of the MFT
method is the significant lower CPU time it requires, which will
be further analysed in the following sections.

3.2 Sensitivity analysis and computational
cost

Two sea states were analysed to measure the influence of
changes in parameters on simulation time and the difference
in predicted power output between the MFT and TD meth-
ods with different input conditions and the computational costs
related to the simulations (we used a workstation with an Intel
Xeon Processor at 3.5 GHz and 64GB of RAM). The first sea
state—introduced in the earlier section—has a significant wave
height of 2m and a peak period of 7s (Case 1), while the sec-
ond sea state is described by a significant wave height of 2m
and a peak period of 15s (Case 2); this allows us to investi-
gate the influence of the incoming wave characteristics on the
choice of parameter settings for the MFT method. In both
cases, the time window length and number of harmonic compo-
nents were altered as necessary; in addition, within Case 1, the
overlap length between time windows was analysed. Because of
the longer peak period describing Case 2, the total simulation
time was chosen to be greater in order to decrease randomness
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WEI ET AL. 3227

FIGURE 4 (a) Predicted power for each floater using the MFT model in kW; (b) predicted power difference between MFT and TD models for each floater as
percentages

FIGURE 5 Comparison of the predicted power extracted by a WEC array in (a) Case 1 and (b) Case 2, by altering the time window length and the number of
harmonic frequency components in the MFT method

within the results. In Table 1 the parameter settings applied in
each case are summarised. For all comparisons, the results from
the first time window were excluded as a time ramp was applied
in the TD model.

3.2.1 Time window length

With increasing time window length, the total simulation time
is divided into fewer separately calculated windows, thereby
decreasing the computational effort. The advantage of the
shorter computation time needs to be weighted against the
agreement of the predicted power with the TD method’s results.

TABLE 1 Description of two cases analysed for the purpose of a
sensitivity analysis of the difference in predicted power extraction and
computational effort using the MFT method

Case 1 Case 2

Sea state JS JS

Hm0 = 2m Hm0 = 2m

Tp = 7s Tp = 15s

Simulation time 200s 500s

Number of harmonic components 2–9 2–9

Time window length (tw ) 3–30s 5–45s

Time window overlap (to) 40% & 20% of tw 40% of tw
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3228 WEI ET AL.

FIGURE 6 Statistical evaluation of predicted power differences for each
floater in the WEC array in three different numbers of harmonic components

As can be seen in Figure 5(a,b), choosing the time window to
be too small or too large increases the difference in the results.
This figure shows the normalised difference of power extrac-
tion between the MFT and TD simulations; the fine purple line
represents the TD results, while the remaining lines show the
MFT results. The time window length has been normalised by
the peak period of each case study to highlight their relation-
ship. A considerable disagreement in results in Figure 5(b) can
be seen at time window lengths that are shorter than the peak
period of the defined sea state. Furthermore, the choice of an
adequate time window is influenced by the number of harmonic
frequency components defined. With conditions as defined in
Table 1, in Case 1, for three harmonic components, a time win-
dow of 9s gives a difference in predicted power lower than 5%,
while, for six and nine harmonic components, the time windows
with 14s and 17–22s show a difference in total predicted power
extraction lower than 5%. In Case 2 (Figure 5(b)), with three,
six and nine harmonic frequency components, the time window
length ranges to achieve less than 5% difference in total pre-
dicted power outcomes between the two methods are 9–27s,
15–35s and 24–45s, respectively. In Case 1, keeping the num-
ber of harmonic components constant (e.g. six components)
gives a range of computational times between 160s and 10s with
the computational time decreasing as the time window length is
increased; with the same settings, the TD method’s CPU time
was 2193s. In Case 2, the CPU time was recorded to be between
634s and 14s with six harmonic frequency components, while
the TD method took 6687s to compute its results.

3.2.2 Number of harmonic components

The effect of changing the number of harmonic components
can be seen from Figure 5(a,b). Increasing the number of har-

monic components makes the fluctuation between the results
calculated with different time window lengths smaller; it dimin-
ishes the influence of time window length choice on the results.
More specifically, the graphs in Figure 5(a) show that the pre-
dicted power with six and nine harmonic components stays
closer to the TD method’s results for an extended range of time
window lengths. It can also be seen that the larger the number
of harmonic components, the longer the time window length in
which they approximate the TD method’s results more closely.
For more insight into the comparability of results, the predicted
power extracted by each floater was considered. It is possible
that the total predicted power shows good agreement, although
the difference between single floater predicted power is inad-
missible. For future research purposes, such as optimizing the
energy extraction by adapting the individual PTO, an accurate
power prediction per WEC is required. Figure 6 gives a sta-
tistical representation of the difference in power extracted by
each floater between TD and MFT results; the edges of the box
show the 25th and 75th percentile with the line in the mid-
dle describing the median. The whiskers of the boxes define
the minimum and maximum values excluding outliers that are
shown with red crosses. From Figure 6 it becomes clear that
even if the solution with three harmonic components has a
smaller absolute median and mean value of difference in pre-
dicted power, the maximum and minimum values of difference
for a single floater’s power extraction ranges over a larger span,
from 28% (visible as the outlier in Figure 6) to -6%. Increas-
ing the number of harmonic components decreases this range
of differences between single floater results considerably (max-
imum and minimum differences with nine frequency compo-
nents lie between 9.9% and −6%), while the overall discrep-
ancy is decreased to less than 2%. The result with nine har-
monic components showing the least difference is achieved
using a time window length of 19s (Case 1); the computation
with these parameter settings takes 165s with the same param-
eter settings; by changing the number of components to three
and six the computational effort decreases to 7s and 22s, respec-
tively. Given the considerable decrease in computational effort
from 2193s with the TD model, the proposed MFT model can
significantly reduce the computational time while obtaining sat-
isfactory results and offering great flexibility to balance compu-
tational time and accuracy by choosing an appropriate number
of harmonic components.

3.2.3 Time window overlap

As the time window overlap is a function of the time window
length, the overlap between adjacent windows increases when
longer time window lengths are chosen. In Case 1, two different
values for the overlap of time windows were analysed: a time
window overlap of 40% of the total time window length and
a time window overlap of 20%. Increasing the overlap length
can minimize the error introduced by fluid memory effects, but
will lead to a larger total number of time windows necessary
to cover the total simulation time. Since the results with 40%
overlap showed good agreement (as seen above), the results
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WEI ET AL. 3229

were compared with shorter time window overlaps in order to
achieve comparable results with lower computational effort. At
long time window lengths, the computational effort decreases
up to three times (with nine harmonic frequency components
and a time window length of 24s); however, a drawback is that
the total predicted power difference with the TD model’s results
changes within a range of −5.2% to 8.8%.

3.2.4 Optimal settings for the MFT model

The sensitivity analysis clarifies the choice of parameters neces-
sary to tune the MFT model in a way to approximate the TD
model’s results with satisfactory accuracy and reasonable com-
putational cost. The time window length needs to be chosen
carefully depending on the peak period of the sea state defined
beforehand and the selected number of harmonic frequency
components. Especially in sea states with short peak periods,
the correct choice of time window length is crucial (see Fig-
ure 5). Harmonic oscillations in the results are noticeable when
considering the number of harmonic components: in Case 1,
at three components, the time window length with most accu-
racy is close to the peak period (7s); with six components, it
is double (approximately 14s); and, with nine components, the
accuracy is greatest at around 21s. For longer peak periods, this
behaviour is not as noticeable anymore and other parameters
are more influential to the overall accuracy. Increasing the num-
ber of harmonic components leads to a longer CPU time, but
increases considerably the accuracy of predicted power output
per floater, leading to a higher accuracy for detailed analyses.
Considering the significant decrease in CPU time in comparison
to the TD model, setting the number of harmonic components
to nine still provides a significant advantage in computational
effort. Given a random sea state, a rule of thumb is that the
time window length can be chosen as twice or three times the
peak period and the number of harmonic components should
be set as six or nine since, with these settings, we can obtain a
good approximation of the incident wave profiles. A constant
overlap of 40% of the time window length can be chosen as
it balances the advantages of a long overlap for an appropri-
ate memory effect and a shorter overlap to decrease the total
CPU time. Furthermore, a long simulation time will decrease
the influence of the random incident wave profile on the mean
predicted power (Case 2).

Tables 2 and 3 summarise the results of the two models’
comparison for two case studies, highlighting the significant
decrease in CPU time when using the MFT model, while the
total predicted power extracted remains accurate. For each case
study, three different settings for the number of harmonic com-
ponents and their corresponding time window length as multi-
ples of the peak period of the case are represented. Although the
MFT model can be implemented in parallel, we ran all simula-
tions in series to obtain a fair CPU time comparison. To balance
the advantages of shorter CPU time and predicted power agree-
ment, six harmonic components and a time window length of
twice the peak period are considered acceptable and generally

TABLE 2 Summary of output comparison for Case 1

Settings

Nh tw CPU time Pp 𝚫 in Pp

TD 2193 s 177.26 kW

MFT—Best case 9 19s 165 s 178.61 kW 0.76%

MFT—3rd order 3 7s 53 s 207.6 kW 17.39%

MFT—6th order 6 14s 159 s 172.58 kW −2.94%

MFT—9th order 9 21s 214 s 169.37 kW −4.26%

TABLE 3 Summary of output comparison for Case 2

Settings

Nh tw CPU time Pp 𝚫 in Pp

TD 6687 s 84.73 kW

MFT—Best case 9 26s 78 s 85.14 kW 0.48%

MFT—3rd order 3 15s 13 s 84.68 kW −0.05%

MFT—6th order 6 30s 21 s 84.55 kW −0.21%

MFT—9th order 9 45s 28 s 83.98 kW −0.89%

applicable. These parameter settings will be applied in future
work to create accurate power matrices of WEC arrays by sig-
nificantly decreasing the necessary computational effort to cre-
ate them.

4 CONCLUSIONS

The work successfully demonstrates that the MFT method can
effectively assess the dynamic response of large WEC arrays
with a cluster of highly non-linear pumping units. A series
of simulations is carried out to investigate the influence of
the key parameters on the accuracy and computational cost.
The following conclusions can be drawn from the present
study:

∙ Comparison of results from the TD and MFT models show
good agreement in both analysed cases. With an appropriate
choice of settings, less than 1% of difference in the overall
predicted power output can be achieved.

∙ The total CPU Time of the MFT method is at least tenfold
shorter than that of the TD method.

∙ Increasing the number of harmonic frequency components
improves the accuracy of the individual WEC results within
the array and decreases the dependence of the results’ accu-
racy on the time window length.

∙ The choice of time window length shows significant impact
on the accuracy of the predicted power extraction, espe-
cially in sea states with shorter peak periods, while increas-
ing the total simulation time decreases the influence of ran-
domness of the incident wave profile. Depending on the
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3230 WEI ET AL.

number of harmonic frequency components selected, the
time window length should be chosen to approximately
be a multiple of the peak period length (once, twice or
thrice).

Due to the innate nature of the HBM, aliasing and leak-
age errors of the MFT method cannot be eliminated. Hence,
the MFT method shows difficulties in capturing the microscale
dynamics, for example the transitions between dynamic states
of the piston. The application of the MFT model is limited
to describing the global system response. By using the MFT
method, extensive simulations of WEC arrays in individual sea
states can be carried out at an affordable computational cost.
Hence, the MFT method is suitable to be used to assess the
power production of WEC arrays by calculating their power
matrices, while taking into account non-linear PTO forces. This
is a work in progress. In addition, the MFT method can poten-
tially serve as the predictive model in the model predictive con-
trol (MPC) based on real-time measurements of incoming waves
per time window.
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