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Abstract—Utility-class autonomous surface vehicles (ASVs) are
small watercraft that can be equipped with environmental sen-
sors used to collect data in coastal and marine locations. Their
operation is constrained by energy storage limits, but with ade-
quate resources, marine energy presents an opportunity to provide
power in remote locations. To demonstrate the feasibility of using
tidal energy to support ASV operations, we created a MATLAB-
Simulink modeling tool. The model simulates an ASV performing
surveys and charging at a nearby tidal turbine. Model components
include the tidal turbine, generator, battery storage dynamics, ASV
kinetics, and ASV control schemes. We refined the tool using ex-
perimentally collected data in the tidal-resource-rich Sequim Bay,
which has been proposed for tidal energy testing, to empirically
identify vehicle hydrodynamic drag and inertial coefficients. We
then used the model to simulate a resource characterization survey
in Sequim Bay under varying environmental conditions and survey
parameters. Results indicated that a tidal turbine can support
continuous ASV operation in low tidal or low target survey speed
scenarios, and we suggest improvements to the model.

Index Terms—Autonomous surface vehicle (ASV), MATLAB-
Simulink, marine energy, tidal power.

ASV MODEL NOMENCLATURE

Variable Meaning
xasv ASV position vector
vasv ASV velocity vector in global coordinates.
vx ASV surge component velocity.
vy ASV sway component velocity.
ṽasv ASV velocity vector in local coordinates.
m ASV mass, including added mass.
M Additional weight due to accelerating water around

the ASV.
θasv ASV orientation angle.
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ωasv ASV angular velocity.
T Thrust in the ASV surge direction.
vcurr Surface current velocity vector
CD Experimentally determined ASV surge drag coef-

ficient.
CD,x Drag force coefficient in ASV surge direction (in-

cluding area and fluid density)
CD,y Drag force coefficient in ASV sway direction (in-

cluding area and fluid density)
Cm Added mass coefficient.
Iz ASV moment of inertia about the z-axis.
τ Torque.
CD,τ Rotational drag coefficient (kg/m2)
FD Drag force in global coordinates.
F̃D Drag force in ASV local coordinates.
FD,τ Drag force, rotational.
Ibat Current draw from ASV battery.
Vbat ASV battery voltage.
θtarget−asv ASV target heading.
η Combined battery, motor, and thruster/propeller

efficiency.
sasv ASV relative speed.
vtarget−global ASV target velocity over ground.
vtarget−asv ASV target velocity.
P Mechanical power of ASV moving through water.
Pbat Power recorded leaving ASV battery.
Fhyd Hydrodynamic force on ASV due to added mass

and drag.
FCm Force on ASV due to to added mass.
ρ Fluid density.
Vasv Volume of the ASV underwater.

I. INTRODUCTION

AUTONOMOUS and uncrewed vehicles are an important
tool for coastal ocean monitoring, both under water and

on the surface, and they have revolutionized the way in which
we study critical ocean variables. Adoption of robotic platforms,
such as autonomous underwater vehicles (AUVs), drifting pro-
filing floats, and buoyancy gliders, has been rapid and continues
to expand. Automated ocean-observing technology, primarily
in the form of AUVs, transitioned from research to broad
coastal ocean science use in the early 2000s, when commercially
available vehicles that can be integrated with a diverse array
of sensors were demonstrated to perform with accuracy and
consistency [1]. Such platforms offer the ability to survey in
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places and ways that a crewed research vessel could not and
with potential cost savings, higher precision, and lower risk to
human health.

Autonomous surface vehicles (ASVs) used for ocean ob-
serving are similar to traditional crewed research vessels in
that they have similar capabilities, but they come in a much
smaller package. They benefit from having properties similar to
AUVs for coastal surveys, including access to shallower areas,
precision positioning, and the ability to integrate sensing and
control elements. They also enable access to challenging envi-
ronments where risk of loss is high, may be deployed in groups or
swarms for coordinated operation, and allow observations closer
to the sea surface without the impacts of the motion of a larger
platform [2]. ASVs may have endurance on the order of hours [3]
to months [4] depending on vehicle size, energy source, speed
of operation, and sensor payload; the range of technology in
use is diverse. Additional dual-modal unmanned vehicles have
been proposed that allow for movement at the ocean surface and
at depth, which face similarly challenging deployment duration
constraints [5], [6].

Uncrewed marine vessels have advanced in the last decades
as their use has become more widespread. Recent technology
development has focused on overcoming limitations imposed
on the platforms by energy constraints that restrict mission
duration and available power for sensors and communications.
Integrating energy-harvesting elements can provide additional
electrical or mechanical power for propulsion or storage. The
feasibility of wave power for recharging has been investigated
for AUVs with results that indicate potential for increased mis-
sion duration [7], [8]. The WaveGlider and Saildrone use power
from waves and wind, respectively, to extend duration, often
by months, by directly powering propulsion. They also feature
solar photovoltaic units at the surface to support control and
sensing loads [9], [10]. While these technologies use marine
energy, they are not well-suited for coastal operations, where
environmental monitoring may be desired. More traditionally
propelled ASVs (e.g., using thrusters or propellers) better suited
for nearshore coastal environments featuring solar panels and
wind turbines have been developed to increase mission duration
and capability [11], [12].

With these recent advances in autonomous vehicle technology
and improvements in oceanographic sensors, satellite commu-
nications, and platform coordination, a concept of continuous
and widespread in situ operation of ocean-observing systems
is becoming realistic [13]. Each of these advances will require
more access to energy that will need to come from onboard
storage, a cabled connection to the power grid or a standalone
generating system, or the surrounding environment. Solar pho-
tovoltaic, offshore wind, wave, current, and thermal gradient
energy resources and associated technologies are candidates for
enabling continuous autonomous vehicle operation, and waves
and currents potentially offer the highest energy density [13].
Marine energy technologies, particularly wave and tidal energy
converters, have the potential to deliver significant power for a
variety of ocean observing use cases in locations where strong
resources exist [14].

In this work, we present a concept and analysis of a use case
for resident or continuous operation of an ASV powered by tidal

energy in a dynamic coastal environment. Sequim Bay, WA,
USA, features a swift tidal channel at its inlet and the Pacific
Northwest National Laboratory’s (PNNL’s) Marine and Coastal
Research Laboratory (MCRL) adjacent to it. The bay contains
many natural features, and their continuous monitoring would
enhance understanding of nearshore oceanographic processes.
For example, continuously monitoring eelgrass beds, which are
critical habitat for many fish and invertebrates as well as being
key constituents of the blue carbon cycle [15], enables tracking
of the impacts of changing climate properties on their growth
and ability to sequester carbon. Such a monitoring campaign
is well-suited for automation using a small ASV because it
requires repeated and precise multiparameter measurement, is
in a shallow water zone unsuitable for a crewed research vessel
or AUV, and extends over a large area unsuitable for fixed
monitoring assets. A state-of-the-art approach to conducting this
measurement campaign with an ASV would require a dedicated
crew to repeatedly deploy, recover, and recharge the ASV. We
propose augmenting an ASV’s capabilities with the ability to
recharge from a docking platform that harvests tidal energy
with a hydrokinetic turbine at the site. Such a setup would
further automate this type of measurement campaign, use an
energy resource that does not emit carbon dioxide, and allow
for operation in areas that may be far from a grid connection for
charging.

Here, we demonstrate the feasibility of powering ASV opera-
tions with tidal energy by simulating a use case, including energy
harvesting, ASV path planning, motion through dynamic tidal
current, and accounting for energy utilization. Our approach
endeavors to model the dynamics of each critical subsystem
(turbine, generator, energy storage, ASV motion, etc.) in a single
simulation environment. Numerical simulation of autonomous
vehicles has been accomplished in a wide variety of ways for
different objectives [16]. Many approaches create highly accu-
rate models (e.g., as in [17]) for testing aspects like the efficacy
of a control strategy. Others use simulation environments built
to run in the same operating system common to robot control
(i.e., Gazebo/Robot Operating System) [18]. In comparison with
these methods, the simulation we describe is purpose-built for
coupling energy harvesting with vehicle operations.

II. METHODS

A. Modeling Framework

Simulation of an ASV with a colocated energy-harvesting
use case is complex and requires the coupling of spatiotempo-
rally varying environmental fluid flow, ASV motion and energy
consumption, turbine operation, and energy harvesting and stor-
age. To accommodate the variety of distinct physical processes
involved, we developed models of a tidal turbine, generator,
and battery storage, and vehicle in the Mathworks MATLAB-
Simulink environment. MATLAB and Simulink 2020b were
used to run the model on a PC with 16 GB installed physical
memory (RAM) and an Intel Core i7-8665U processor. An
overview of the system is depicted in Fig. 1. Each subsystem
model was built as an individual code block and then combined
into a single Simulink model to allow for swift reconfiguration.
We designed an additional path planning module as a MATLAB
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Fig. 1. Block diagram of MATLAB-Simulink model.

script; this script represents the pre-mission planning commonly
performed during ASV operations. Environmental data used to
bound and force the simulation (i.e., geography, bathymetry, and
precompiled water surface velocity throughout the simulation
domain) for our use case location in Sequim Bay, WA, were
stored in a MATLAB scattered interpolant object queried at
each time step. The objective driving the modeling approach
is accurate simulation of the use case systems to determine
the feasibility of the concept of operation and to serve as a
design tool for these systems. The following sections describe
the construction of each simulation module.

1) Hydrodynamic Flow Model: The turbine and ASV motion
blocks within the Simulink model rely on input current veloc-
ities driven by tidal forcing, which are output using PNNL’s
hydrodynamic model of Sequim Bay. The hydrodynamic model
is a standalone model developed from PNNL’s Finite Volume
Coastal Ocean Model-based (FVCOM-based) Salish Sea Model
by significantly refining grid resolutions in the Sequim Bay
area [19], [20]. The model covers the entire Sequim Bay and
surrounding intertidal wetlands with an unstructured mesh that
has a spatial resolution varying from less than 10 m near the
entrance channel to approximately 500 m at the open boundary.
The open boundary conditions are forced with water level time
series from the Salish Sea Model output. The model consists of
roughly 32 000 elements and ten depth layers. Surface current
routinely exceeds 2 m/s at the Sequim Bay entrance during peak
flood and ebb (see Fig. 2), while the maximum can exceed 3 m/s
during the peak spring tide. The flow model was used to predict
tidal velocity for a 10-day period with 15-min resolution. A
second model run generated 1-min resolution velocity data for
an 8-h time period. The finely resolved data was needed to
more accurately resolve model environmental conditions for a
comparison with experimental validation testing.

This output, combined with bathymetry measurements from a
1.5 m resolution multibeam sonar survey, results in a spatiotem-
poral database of flow at the site over most of a neap-spring tidal
cycle and drives the ASV and turbine dynamic simulations. Data
are imported into the MATLAB-Simulink environment for the
surface bin, as the ASV interacts with flow at the surface, and
the tidal turbine is assumed to be suspended from a stationary
surface platform. The model queries a scattered interpolant
object [21] to retrieve the surface velocity vector at any spatial

Fig. 2. Example snapshot of the surface current field at Sequim Bay entrance
based on FVCOM-simulated velocity at July 29, 2022 22:30:00 GMT, which
corresponds to the peak flood tide that day.

location within the simulation domain at the queried time. Linear
interpolation is used to determine values falling between data-
points. To provide random variation between 15-min changes in
the mean flow, we apply a simple turbulence model; 0%–10%
of the mean, randomly selected, modifies flow velocity at each
simulation timestep.

2) Mission Planning: ASVs typically move along prepro-
grammed paths during survey operation. In this model, a way-
point generation script is used to generate survey paths for the
simulation within the boundaries of the fluid model domain.
The script requires both the boundaries of the desired survey
area as latitude/longitude coordinates defining the vertices of
a polygon and the desired spacing between transects. Transect
lines are determined based on the upper and lower limits of
this polygon and the specified line spacing. The transect line
segments are formatted for transition from one line to the next,
(e.g., west–east movement to east–west movement) and then
connected, resulting in a list of the vertices of the end points for
each line. These vertices are interpolated based on the desired
speed of the vehicle and total length of the path to produce a
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Fig. 3. Flow mapping survey area and transects (Sequim Bay).

matrix containing target waypoints at smaller, regular intervals
along the entire path. Coordinates are converted to Universal
Transverse Mercator to match the format of the flow model.
Fig. 3 depicts the output of this script for a representative survey
that could use an ASV with tidal-powered recharging. This
survey is designed to monitor tidal current speeds in the inlet
of Sequim Bay. The flow mapping survey of our use case is
composed with 50 m transect spacing, a vessel speed of 2.58 m/s,
and encompasses an area of approximately 0.5 km2 within the
inlet of Sequim Bay.

The mission planning and control models in the present ver-
sion of this tool do not consider obstacle avoidance. It is assumed
that survey boundaries and target waypoints are set such that the
resulting path does not present a collision risk to the vehicle.

3) ASV Motion: We model the ASV using a simplified hor-
izontal vessel model [22] with three degrees of freedom: sway
(port-starbird axis), surge (stern-bow axis), and yaw (rotational
about the vertical heave axis) directions. The model considers
forces and moments applied to the vessel by both propulsion and
tidal currents (i.e., from the hydrodynamic flow model). Wind-
and wave-induced forces are neglected because of a desire to
minimize the complexity of the model (minimizing model run-
time) and a lack of accessible realistic modeled data for wind and
waves with the same fidelity as the tidal data supplied by PNNL’s
FVCOM model. Model inaccuracies caused by neglecting wind
and waves will be minimal in calm sea-states, such as those
typically found in Sequim Bay. The governing equations of
motion are presented in the global coordinate frame (specifically,
Y is north and X is east) in (1)–(3), and the associated variables
are identified in the Nomenclature.

Forces applied by the vessel’s thrusters and drag due to the
vessel’s movement through water may be used to calculate
resulting linear acceleration in the global coordinate frame using

mv̇asv =

[
cos θasv

sin θasv

]
T + FD (θasv, vasv, vcurr (xasv)) (1)

Fig. 4. Global and local coordinate system.

where FD(θasv, vasv, vcurr(xasv)) is the force of drag on the ASV
considering ASV orientation (θasv), velocity (vasv), and water ve-
locity (vcurr), and the overdot on vasv indicates a time-derivative.
The drag force is most easily and naturally defined in a local
reference frame, so we will forego specifying its exact form
until after the necessary coordinate transformations have been
performed. Thrust force T is a scalar quantity in the direction
of ASV orientation, and for the purpose of modeling linear
dynamics, we treat the ASV as a point mass with an added mass
term included in m to account for additional inertia caused by
accelerating fluid around the vessel.

The effect of these forces on vessel rotational acceleration is
included as

Izω̇asv = τ + FD,τ (ωasv −∇× vcurr(xasv)) (2)

where τ represents torque due to ASV thrusters, FDτ is torque
caused by rotational drag, and Iz is ASV moment of inertia about
the heave axis. Inertial added mass is neglected. Rotational drag
(FD,τ ) is calculated considering vessel angular velocity and drag
coefficient CD,τ = 0.15 kg/m2

FD,τ (ωasv) = −CD,τ sgn (ωasv)ω
2
asv. (3)

These kinematics are transformed into a local reference frame
where the “x”-axis is aligned with the surge direction of the ASV
and the “y”-axis is aligned with the sway direction of the ASV
(see Fig. 4).

Current is assumed to be irrotational, and thus the rotational
dynamics remain the same as in the global frame. The linear
dynamics are put through a coordinate transformation

ṽasv =

[
cos θasv sin θasv

− sin θasv cos θasv

]
vasv

⇒ vasv =

[
cos θasv − sin θasv

sin θasv cos θasv

]
ṽasv. (4)
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The transform results in velocity vector ṽasv representing vessel
velocity in the surge and sway directions, which is presented in
(4) in matrix form. Vessel acceleration in the surge and sway
directions ( ˙̃vasv) is calculated as the derivative of ṽasv as follows:

˙̃vasv =
d

dt

([
cos θasv sin θasv

− sin θasv cos θasv

]
vasv

)

= ωasv

[− sin θasv cos θasv

− cos θasv − sin θasv

]
vasv

+

[
cos θasv sin θasv

− sin θasv cos θasv

]
v̇asv. (5)

The resulting acceleration in surge and sway consists of two
terms: an implicitly produced Coriolis term dependent on vessel
rotational speed ωasv, and an x–y acceleration term transformed
to the surge–sway direction with the same coordinate transform
as in (4). The Coriolis term is attributed to the rotation of the
local reference frame with respect to the global inertial reference
frame.

Furthermore, in the local coordinate frame, we can naturally
define the force of drag as

F̃D(v) =

[−CD,x sgn (vx) v2x
−CD,y sgn (vy) v2y

]
(6)

v ≡ ṽasv −
[
cos θasv sin θasv

− sin θasv cos θasv

]
vcurr (xasv) (7)

where vx and vy refer to the surge (x) and sway (y) components
of v, respectively. Note that the drag force coefficients CD,x and
CD,y are different for the surge and sway directions, as they in-
clude vessel drag coefficient, cross-sectional area perpendicular
to flow, and fluid density. In terms of drag force in the global
coordinates, FD, we have

F̃D

(
ṽasv −

[
cos θasv sin θasv

− sin θasv cos θasv

]
vcurr (xasv)

)

=

[
cos θasv sin θasv

− sin θasv cos θasv

]
FD (θasv, vasv, vcurr (xasv)) . (8)

Using the definition of vessel velocity in global coordinates
defined in (1), the full equation of linear motion in surge–sway
coordinates results in

˙̃vasv = ωasv

[
0 1
−1 0

]
ṽasv +

1

m

[
T
0

]

− 1

m
F̃D

(
ṽasv −

[
cos θasv sin θasv

− sin θasv cos θasv

]
vcurr(xasv)

)
.

(9)

The terms are, in order, Coriolis force due to the rotation of the
local surge–sway reference frame relative to the global x–y refer-
ence frame, thruster force acting only in the surge direction, and
drag force in the surge–sway reference frame due to relative ASV
velocity. The flow model described in Section II-A-1 provides
water velocity, and a control block designs thrust and torque
using proportional–integral (PI) force and angular orientation
controllers (described in Section II-A-4).

Fig. 5. Velocity vectors described in (10).

4) ASV Control Design: The ASV control block contains two
separate controllers: a PI controller commanding thrust, and
a proportional–integral–derivative (PID) controller command-
ing torque provided by the ASV’s propellers. The thrust con-
troller omits a derivative component to minimize instantaneous
changes in force. However, a derivative component implemented
in the torque controller minimizes oscillations that were other-
wise present in vessel heading without creating instability in the
controller. Global velocity and heading errors feed the thrust and
torque controllers, respectively.

The torque controller takes inputs of instantaneous ASV
heading, position in the simulation domain, ASV actual and
target velocity, water velocity, and target waypoint from the path
planning model. The controller calculates target heading while
considering the speed and direction of water velocity, as well
as the actual speed of the ASV relative to water. Fig. 5 depicts
this relationship, presented in (10), where θtarget−asv is the target
vessel heading, vtarget−global and θtarget−global represent target ASV
velocity over ground, and the water velocity vector consists of
vwater and θwater

θtarget−asv=arctan
vtarget−global sin θtarget−global−vwater sin θwater

vtarget−global cos θtarget−global−vwater cos θwater
.

(10)
The target heading, θtarget−asv, is used with the instantaneous

ASV heading to calculate the heading error fed into the PI
torque controller. We set controller gains using a step-and-settle
method [23], by which a constant target heading setpoint was
applied and PID values were adjusted to minimize oscillations
and steady-state error in resulting ASV heading.

The thrust controller takes inputs of target velocity and instan-
taneous ASV velocity to generate force in the surge direction
through the propellers. Commanded velocity has a ramp and
settle shape with a slope of 1 m/s2 and maximum speed of
2.58 m/s—the maximum achievable speed of the ASV used in
experimental testing. Target velocity decreases to half maximum
speed when the ASV rounds corners.

We again set controller gains using a step-and-settle method.
For both heading and velocity tuning, we identified target ac-
curacy as a relative error of <5%. Table I summarizes tuning
results, including steady-state relative error and settling time for
both velocity and heading controllers.
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TABLE I
CONTROLLER TUNING RESULTS

Heading settling time is comparable to settling times of
model-free adaptive control [24] and PID control in existing
work [25], though methods with faster settling times have been
demonstrated using a state error port-controlled Hamiltonian
approach [26]. These combinations of settling time and steady-
state error provide acceptable control over vessel heading and
velocity for this model’s purpose.

Note that the simulation assumes commanded torque and
thrust are identical to the resulting torque and thrust applied to
the vessel. A higher fidelity model would include electrome-
chanical models of the vessel’s propellers and motors, with
additional PID loops to control resulting torque and thrust based
on commanded values. This model design seeks to maximize
accuracy while minimizing complexity, so the additional com-
plexity was foregone in favor of lower simulation runtimes with
adequate accuracy.

5) ASV Battery Model: The model implements energy stor-
age aboard the ASV using Simulink’s built-in battery block;
the propeller thrust force, vessel velocity, and representative
efficiencies of power components are used to determine a current
draw from the battery. The mechanical power resulting in ASV
velocity is the product of vessel velocity and thruster force. The
model assumes efficiencies of 88%, 88.5%, and 75% due to
battery, motor, and thruster inefficiencies, respectively, resulting
in electrical power from the vessel battery. Current draw is then

Ibat =
sasvT

Vbatη
(11)

where sasv is the ASV’s relative speed in the local coordinate
frame, T is thruster force applied to the vessel, Vbat is battery
voltage, and η is cumulative efficiency of the ASV’s battery,
motor, and thrusters. Current draw from the battery is used to
update the battery’s state of charge.

6) Turbine Model: This model subsystem simulates a cross-
flow tidal turbine serving as the energy-harvesting device for our
case study. This is built on a turbine model initially designed to
analyze tidal energy system efficiency, with a detailed descrip-
tion of turbine dynamics presented by Hanif et al. [27]. The
subsystem receives tidal velocity at the turbine location as an
input and outputs torque and rotation rate on the turbine shaft
resulting from an implemented maximum power-point tracking
(MPPT) controller as an output. This model is stable for most
input velocity conditions except where the turbine should stall
(rotation rate reaches zero due to drop in inflow velocity). To
improve stability and similarity to an actual implementation, we
add a cut-in speed nonlinear controller. During actual turbine
operation, the rotor would not operate under a minimum velocity.
We accomplish this using a conditional “if-action” sequence that
checks the inflow velocity and either passes the value to the next
simulation step or zeros out speed and torque outputs. Once

Fig. 6. Coefficient of performance as a function of tip-speed ratio.

TABLE II
TURBINE PROPERTIES

inflow speed is sufficiently high for operation, the turbine accel-
erates from rest. The rotor’s inertia prevents it from having rapid
stop-start events. However, at this time we have not implemented
a realistic speed deceleration when the speed drops below cut-in.
Although unrealistic, this does not greatly affect turbine power
output performance.

The turbine’s characteristic performance is described by
Bachant and Wosnik [28]. A polynomial fit for the coefficient of
performance as a function of tip speed ratio CP (TSR), depicted
in Fig. 6, determines conditions representing peak performance
for MPPT control. Additional turbine properties can be found
in Table II. The turbine is simulated in a location within the
Sequim Bay velocity dataset that features a high surface current
and proximity to the MCRL facility. Specifically, the simulated
turbine is located at 48.08 and -123.04 latitude and longitude,
respectively.

7) Generator Model: A generator and battery model rep-
resents the conversion of mechanical energy harvested by the
turbine to electrical energy. The generator module receives
the speed of the turbine and commanded torque from the turbine
model. Torque represents the needed load, produced by the
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TABLE III
PMSM PROPERTIES

Fig. 7. PNNL’s ASV Jonesy.

generator, on the turbine to maintain its peak efficiency and
regulate its speed. The model uses Simulink’s built-in perma-
nent magnet synchronous machine (PMSM) and battery models
with parameters selected to achieve power output based on the
modeled turbine’s 600 W rated power. The battery is nominally
66 kWh and generator parameters can be found in Table III.

A field-oriented control methodology [29] regulates current
at the terminals to achieve torque at the generator shaft. The
model uses a bidirectional inverter to convert three-phase power
from the generator to direct current (dc) and a dc/dc converter
to reduce voltage to a suitable level for the battery (24 V
nominal). The simulation tracks the battery’s state of charge as
power input from the turbine model is fed through the electrical
subsystem.

B. Experimental Validation

We deployed the ASV modeled in this simulation in Se-
quim Bay, WA on July 7, 2022 and programmed it to move
through several survey patterns, acceleration, and free decay
testing maneuvers to collect data used in defining the simulation
parameters. Experimental validation aimed to identify accurate
added mass and drag coefficients for the vehicle.

1) Autonomous Surface Vehicle: We consider PNNL’s ASV
Jonesy, an SR Utility 3.0 model produced by SeaRobotics (see
Fig. 7), for our use case and experimental validation. Table IV
lists a selection of physical characteristics specific to this ASV.
Moment of inertia refers to inertia with respect to the heave
(vertical) axis from a CAD model provided by SeaRobotics.

The ASV may be equipped with a variety of sensors to support
varied operations. During this deployment, we collected data

TABLE IV
ASV JONESY PROPERTIES

Fig. 8. Locations of validation testing.

including position and heading from an Advanced Navigation
GNSS Compass, speed over ground, power draw, and battery
state of charge. Additionally, the ASV carried a Nortek Signature
1000 VM acoustic Doppler current profiler (ADCP) measuring
water velocity requisite for a flow mapping use case, a Xylem
EXO2 water quality sensor, a Lishen C16 LiDAR for obstacle
detection, an AIS transponder, and an Airmar DT800 depth
sounder. We guided the ASV through two sets of maneuvers to
obtain measurements for model validation and refinement. The
first test involved a series of acceleration and decay maneuvers
intended to identify drag and added mass coefficients. For this
testing, we manually maneuvered the ASV to a calm (i.e., low
wind and current) area in Sequim Bay, depicted in Fig. 8.

In a first stage of field testing, we directed the ASV to move
south and brought it up to maximum speed by manually com-
manding 100% thrust. The vessel maintained constant maximum
speed for approximately 30 s before power was cut and it
naturally drifted to a stop. We repeated this test with varying
levels of thrust and and then again while directing the ASV to
move north. Table V identifies these tests.

The ASV performed a second set of maneuvers in the faster-
moving Sequim Bay channel. It moved through a series of cross-
channel transects typical of a flow mapping survey. While the
ASV was able to complete the survey, the vessel overshot its
first target waypoint and required manual intervention to avoid
running aground.
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TABLE V
ACCELERATION AND DECAY TESTING

C. Model Refinement

We analyzed data collected during the validation deployment
and used the results to refine the simulation to more accurately
reflect the dynamics and power consumption of the ASV. This
resulted in the calculation of a drag coefficient and an added
mass coefficient from experimental data.

1) Drag Coefficient Calculation: We determined an approx-
imate drag coefficient for the ASV by analyzing acceleration
and decay testing data by individual test iteration (see Table V),
calculating surge-direction drag coefficients, and averaging the
results. Efficiencies of 88%, 89%, and 75% were applied to
account for battery, motor, and thruster/propeller power losses,
respectively. These values were based on specification sheets for
the components on ASV Jonesy and reasonable representative
ranges of respective component efficiencies. Mechanical power
P is defined as the product of ASV relative velocity and force
while the ASV traveled at constant speed, and it is related to
power recorded at the battery (Pbat) through battery, motor, and
thruster efficiency η as shown in (13)

P = sasvFD (12)

P = ηPbat. (13)

Under this condition, and neglecting the effects of wind and
waves, it is assumed that vessel thrust is balanced by vessel
drag, and thus the drag coefficient can be calculated by

CD =
2Pbatη

ρAs3asv
(14)

where sasv is the ASV’s speed relative to water, A is ASV
cross-sectional area in the surge direction, and η represents com-
bined battery, motor, and thruster efficiency. Using measured
salinity recorded by sensors in Sequim Bay, we determined water
density ρ to be 1012 kg/m3.

We averaged water velocity recorded by the ADCP over the
upper meter of available data to determine surface water velocity.
ADCP data during ASV movement were unreliable, possibly
due to interference from entrained air or cavitation bubbles from
propeller operation. Instead, we averaged water velocity data
collected over the minute before movement to determine vessel

Fig. 9. Boxplots presenting calculated drag and added mass coefficients.

relative velocity during movement. Because testing occurred
near slack tide, relative velocity is dominated by vessel velocity
rather than water velocity, so errors due to the assumption of
temporally constant water velocity are minimal.

By taking an average of the results from tests performed in
opposite directions, the ASV’s drag coefficient can be reason-
ably approximated to be 0.61. The multiple tests and oppos-
ing directions of movement were intended to negate external
disturbances, such as wind or variations in water velocity. In
addition, the lowest percent thrust tests (1 and 7) demonstrated
a trend of larger calculated drag coefficients relative to the other
tests in each respective direction of testing. Test 1 resulted in a
calculated drag coefficient of 0.7, 15% greater than the average
southbound test, and test 7 produced a drag coefficient of 2.5,
or 310% above the average northbound test. This is potentially
due to a larger contribution of wind forces to ASV velocity
at lower vessel speeds (relative to contributions by propulsion
and drag forces) or due to the lack of instantaneous ADCP
data during movement. Efficiency may drop at lower power
levels, and because efficiencies in this model are assumed to
be static, this effect also influences a changing calculated drag
coefficient. Fig. 9 uses boxplots to depict results for both the
drag coefficient and the added mass coefficient calculations
presented in Section II-C-2. The outlier depicted (test 7, 15%
thrust north) was omitted from final drag coefficient calculations
due to its value beyond the reasonable range of drag coefficients
for common bodies [30].

2) Added Mass Coefficient: We performed similar calcula-
tions using the acceleration and decay tests to identify an added
mass coefficient representing the added mass (Cm) of the accel-
erated water entrained by the ASV. Assuming only drag force
acted on the ASV as it slowed during free decay maneuvers,
balance is achieved between fluid and inertial forcing such that

Fhyd = mv̇asv

FD + FCm = mv̇asv (15)

where m is the mass of the ASV, vasv is a polynomial fit to the
ASV velocity after a moving average smoothing function with
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Fig. 10. ASV thruster power draw versus velocity for experimental and
simulation testing.

a window size of 10 s was applied, and v̇asv is the derivative
of the velocity polynomial. For each test, a window was chosen
beginning with the moment ASV velocity starts to decrease, and
ending when ASV acceleration reaches zero, signaling the end
of deceleration. The hydrodynamic force, Fhyd, is composed of
drag acting on the ASV,FD , and an added mass force,FCm [31].
The additional weight due to accelerating water around the ASV,
M , can then be isolated and used to calculate the added mass
coefficient Cm

M = m− FD

v̇asv
(16)

M = ρVasvCm (17)

Cm =
m− FD

v̇asv

ρVasv
(18)

where Vasv is the volume of the ASV underwater, and ρ is
the density of seawater. We used a least-squares regression to
correlate drag force and acceleration over the chosen window.
Fig. 9 depicts the results of these calculations, which produced
an average added mass coefficient across all experimental test
iterations of 1.4.

III. RESULTS

A. Validation Results

After identification and implementation of the hydrodynamic
coefficients determined in Section II-C, we ran the Simulink
model for full thrust testing in the north and south directions.
Parameters included input water velocities recorded by the
ADCP (0.02 m/s W and 0.06 m/s S) and a target vessel velocity
of 2.58 m/s based on maximum velocity observed in empirical
data. Results from the simulation determined maximum thrust
force, and then we simulated the remaining decay tests (<100%
thrust scenarios). We compared outputs with empirical data and
calculated percent error.

TABLE VI
SIMULATION ERROR

Fig. 11. Actual and simulated survey path results.

Fig. 10 presents the results for ASV power consumption
and velocity for each experimental test and the corresponding
simulations. Agreement between simulated and experimental
results reflects the expected cubic relationship between velocity
and power.

Table VI lists simulation errors encountered during further
investigation of simulated vessel velocity and power draw for full
thrust testing scenarios. Data demonstrate that the model with
appropriate input parameters and experimentally-derived drag
and added mass coefficients produces accurate vessel velocity
and power draw profiles. Velocity error compares maximum
empirical velocity at full thrust with simulated data for both
north and south testing, and power draw error is compared for the
same scenario. Rise time error for both variables is a comparison
of the rate of increase in velocity and power draw, respectively,
during acceleration using linear regression fits to empirical and
simulated data.

Increased rise time errors (i.e., above 30%) may be influenced
by the low number of data points collected during acceleration
(constant velocity was reached after only a few seconds, and
data were collected at a frequency of 1 Hz), or due to potential
environmental disturbances like wind during testing. Velocity
errors within approximately 5% were considered acceptable.

Next, the FVCOM tidal velocity model described in Sec-
tion II-A-1 generated a dataset of simulated tidal velocities for
the time period of experimental testing in order to evaluate the
performance of the ASV model in a realistic survey scenario
including significant tidal current. Fig. 11 depicts the ASV’s
commanded, actual, and simulated position within the survey
domain.
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Fig. 12. Peak flow and slack tide survey path results.

TABLE VII
ENERGY CONSUMED FOR VARYING TIDAL SCENARIOS AND COMMANDED ASV

VELOCITIES

Overall the simulation exhibited superior waypoint tracking
ability as compared to field testing. This can be explained
in part by site conditions that are more complex than can
be represented in simulation. However, suboptimal behavior
due to the physical ASV’s control strategy during field trials
is evident as the ASV consistently overshoots waypoints and
must correct. This is particularly noticeable at the first corner
where manual intervention was required to keep the ASV on
track during experimental testing. In contrast, the simulation
accounts for future waypoints and turns, and it adjusts speed
accordingly.

B. Full Use Case Simulation

After model refinement and validation, we performed a full
use case simulation of colocated ASV survey operation and
tidal turbine energy harvesting. The survey consisted of hori-
zontal transects of 50 m separation distance, and the simulation
modeled both slack (low water velocity) and peak (high water
velocity) flow scenarios. Each modeled tidal condition occurred
at flood tide to ensure consistency between the direction of water
movement for accurate comparison. Fig. 12 shows the ASV’s
position trace through the simulation domain.

The FVCOM model provided an existing dataset of input
water velocities for dates between October 1, 2017 and October
10, 2017. Water velocities reached a maximum of 1.41 m/s
during peak flow, though the maximum possible for this location
can reach up to 2.5 m/s. Fig. 13 depicts the magnitude of water
velocity recorded at the ASV’s location in each simulated survey.

Table VII lists power consumption and survey time for the
two environmental conditions. Total power consumption was
slightly higher during peak flow conditions, mostly due to the

Fig. 13. Peak and slack tide water velocities.

Fig. 14. Tidal turbine power generated and total energy accumulated.

increased length of time required to complete the survey. Slack
tide power consumption of 1.9 kWh constitutes 25.6% of total
ASV battery storage. As a demonstration of the simulation’s
utility for mission planning, we iterated survey speed to explore
its impact on energy use. Decreasing the target survey speed to
1.5 m/s decreased energy consumption during simulated slack
tide but increased it during peak flow. Survey completion time
increased for both tidal scenarios. Energy consumption during
peak flow conditions with low target vessel velocity is high
because of 25 min in the middle of the channel where the
simulated vessel struggled to make headway against currents
matching its target speed.

The modeled tidal turbine harvested 1.9 kWh of power during
the simulation period (see Fig. 14). Noise was present in the
generator system on the order of ±10 W of the mean power
measured at the battery. Increasing the electrical components’
switching frequency from 1 to 10 kHz in simulation reduced
noise to the scale of 1 W. However, such a high switching
frequency also led to unsustainable simulation runtimes. Instead,
we applied a low-pass filter to reduce noise in the generator
system while maintaining feasible simulation runtimes.
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IV. DISCUSSION

Simulation results for the varying environmental conditions
and target survey speeds presented in Section III demonstrate the
ability of the ASV to successfully navigate missions in high-flow
areas, such as in Sequim Bay channel, and support the feasibility
of sustaining operations with energy harvested by a colocated
tidal turbine. Results indicate the ability of the modeled turbine
to power up to 2 ASV survey missions per day at lower target
survey speeds and calm environmental conditions. The model
may be used to iterate survey, vessel, and turbine design pa-
rameters to achieve required or desired performance. Similarly,
while this method is only shown for a Sequim Bay location,
simulation of this use case can be performed in any domain
for which spatiotemporally-resolved water velocity information
is available. This method is most appropriate for zones where
current (e.g., river, tidally-driven, or ocean) is likely to be the
major driver of environmental loading.

We considered model validation successful with steady-state
ASV velocity errors of 4%–6% and power consumption errors
of 3%–14%. Increased error (up to 30%) in velocity and power
consumption during transient vessel acceleration is acceptable
because the surveying maneuvers analyzed here spent signifi-
cantly more time at constant velocity than they spent accelerating
and decelerating. Error is attributable to systematic and random
uncertainty in measured ASV performance indicators and envi-
ronmental parameters (e.g., thruster power and water velocity,
respectively). In addition, error influenced by the model’s lack
of consideration of wind and wave effects, though limited due
to care in experimental work, is still apparent. Impacts can be
observed in the experimentally derived drag coefficients because
those determined in southward testing were lower than those in
northward testing. This can be explained by the presence of a
southern wind. Performance of the system will vary with oper-
ating conditions, as harsher wind and wave conditions require
more power from the ASV to navigate, and some sea states may
be too harsh to operate in. For example, the system used in
this testing is capable of operating in up to Beaufort [32] force
3 wind/waves. If wind and wave effects were to be added to
this model, wave field and wind speed datasets similar to the
spatiotemporally resolved water velocity data could be used. In
addition, simulated water velocity driving the model is of lower
temporal resolution (1 min) than measured quantities during
field trials and is decoupled from other simulation components.
This results in a condition in which flow has an effect on the
turbine and vessel, but the latter return no effect back on the
flow. For small turbines and ASVs, it is a reasonable assumption
that impact on the flow would be minimal, but for larger turbines
or arrays or larger vessels, neglecting impact on the flow field
would be problematic.

The ADCP used during field trials struggled to collect reli-
able water velocity measurements at depth during movement,
possibly due to air bubbles moving underneath the vehicle, or
due to few particles moving in the water at slack tide. A lack
of instantaneous flow data during validation testing leaves room
for error in accurately determining the ASV’s hydrodynamic
coefficients. We predict this error to be small because the testing

was conducted near slack tide—when water velocity before and
during testing should have been consistently low.

Differences are apparent between the simulated ASV track
and its motion during field trials of a survey mission in the tidal
channel. This variation can be explained by the different control
schemes used in the ASV model and the actual ASV Jonesy. The
simulation has access to more input information on which to
base decisions, such as instantaneous (and to the model, “true”)
water velocity, that are considered when adjusting propulsion
force and torque. ASV Jonesy does not currently include this in
decision-making, though ADCP data would provide a real-time
estimate of local flow speed. Similarly, ASV Jonesy’s way-
point tracking controller was operating with preset gains and
lacked turn approach speed adjustment. The “black box” nature
of the real vehicle’s control scheme makes direct comparison
of complex movement challenging; our validation focused on
acceleration and decay testing where ASV inputs could remain
constant between modeled and actual experimental conditions.
Future efforts will work to align control methodologies between
the digital and physical platforms.

We initially constructed the model in smaller subsystems
that were run independently (i.e., the turbine model was run
separately from the ASV motion and control models). Subdi-
vision of the simulation components was necessitated by high
complexity of individual components, the variety of electrical
and mechanical processes modeled, and the large numbers of
inputs. We integrated these individual components into a single
model, consisting of combined tidal turbine, generator, ASV
motion, and control blocks; however, the simulation remains
computationally expensive. The described version has a runtime
of approximately three times the simulated time, which presents
a problem for simulations of extended duration. Improvements
could be made by considering other coding environments and
data formats. In addition, the model currently relies on inputs
from PNNL’s FVCOM model or tidal velocity data of similar
format and resolution, which contributes to slower runtimes
because the dataset is quite large and is queried at each time
step.

Future work will explore migrating the tool to alternate coding
environments and increasing computational efficiency of the
model. In addition, the model may be adapted to accept robot
operating system commands in order to provide feedback for
control algorithm testing.

V. CONCLUSION

The results of this effort demonstrate the ability of in situ
energy harvesting to support a particular ocean observation
mission performed by an ASV. Tidal energy harvesting in the
simulated location extends mission duration by removing the
constraint of limited onboard energy storage and eliminates
the need to return to shore for recharge. With proper autonomy
and maintenance, a recharge node such as the one considered
in this work has the potential to increase the availability of
ocean observation data by removing restrictions imposed by a
human operator not only in surveying, but in maneuvering and
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recovering a vessel for recharge. Even so, limitations on the fre-
quency and duration of missions remain and are dependent on re-
source availability, environmental conditions, and autonomous
platform energy needs, which are site- and mission-specific.
Simulation tools such as the one described in this work assist
in understanding and designing technologies like the modeled
recharge node powered by marine energy; however, challenges
exist such as computation cost and the limited availability of
data to inform such models. While this tool accurately simulates
vessel dynamics and power consumption, the electromechanical
systems modeled are computationally expensive in the chosen
MATLAB-Simulink environment, and the model’s reliance on
spatially and temporally resolved water velocity data limits its
applicability to mission sites where such information exists.
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